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HIGHLIGHTS

• Discussed a number of peculiarities of cyber insurance.
• Provided necessary formal background.
• Reviewed available literature on the topic.
• Analysed applicability of cyber insurance in the main technological systems.
• Listed a number of possible research directions in the topic of cyber insurance.

ABSTRACT

Cyber insurance is a rapidly developing area which draws more and more attention of practitioners and researchers. Insurance, an alternative way to deal with residual risks, was only recently applied to the cyber world. The immature cyber insurance market faces a number of unique challenges on the way of its development.

In this paper we summarise the basic knowledge about cyber insurance available so far from both market and scientific perspectives. We provide a common background explaining basic terms and formalisation of the area. We discuss the issues which make this type of insurance unique and show how different technologies are affected by these issues. We compare the available scientific approaches to analysis of cyber insurance market and summarise their findings with a common view. Finally, we propose directions for further advances in the research on cyber insurance.
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1. Introduction

In recent years, there has been a growing interest to cyber risk and it is considered among the most challenging issues to deal with, as cyber risk could lead to serious impact on businesses and societies [1]. The expansion of information technology in business and in everyday reality through the spread of social networks, mobile devices, wireless technologies and cloud services has led to increased vulnerability [2–5]. Many companies are starting to consider cyber security as a large business risk and, as a consequence, they are looking for methods to ensure the continuity of financial operations in case of cyber attacks [6].

In spite of the wide application of security measures, the losses due to breaches are still extremely high [7]. The study of cyber risk conducted by Marsh in 2013 revealed that 54% of the interviewed organisations have been subject of a cyber attack in the last 3 years (when 17% of respondents were not able to answer the question). Furthermore, according to the study commissioned and managed by European Network and Information Security Agency (ENISA) [8], the average cost per breach based on data from underwriters was US$2.4m. Research conducted by Ponemon Institute [6] revealed that the average financial impact to companies due to cyber incidents was $9.4 million. The average cost per a compromised record is assessed to be $188 according to Ponemon Institute [6] or $107.14 according to NetDiligence [5]. These examples show that it is impossible to completely mitigate cyber risks, while the possible impact becomes larger with higher dependence of business and society on information technologies. Although there is no doubts that since security countermeasures and practices are important, risk managers should also look for other options to deal with residual cyber risks.

One of the alternatives in dealing with residual risks is risk transfer, which usually means insurance [10–15]. Starting since 1998 [16–18] cyber insurance policies became more and more popular on the market [19]. Global surveys [1,20] and books [21] on insurance consider cyber risks as an important component of risk management programs. More than 50 insurers now provide cyber insurance policies from US, Bermuda and London markets [22,23]. The gross written premium in US is predicted to be 2.75 billion in 2015 [24] and 150 million in Europe, rising from 50 to 100% annually (prediction for 2014) [25].

Apart from the primary ability to transfer cyber risk and smooth the impact for organisations, insurance in general, and cyber insurance, in particular, is assumed to have additional positive effect. First and the foremost advantage of insurance is the possibility to provoke organisations to increase investments in their protection, in order to reduce the premium [10,18,26–30]. Next, cyber insurance is believed to improve the societal welfare by improving the overall level of cyber protection [18]. Third, cyber insurance (premiums, in particular) may serve as an indicator of quality of protection [10,27,31,32]. Last but not least, cyber insurance may lead to new and more advanced standards in cybersecurity [8,19,30], since adherence to security standards or possessing a certificate may be the simplest way for a cyber insurer to estimate the risk exposure of insured.

Scientific community also moves hand to hand with practical applications of cyber insurance. The community is mostly focused on the ways to establish insurance contract and analyse impact of different pricing and regulatory strategies on the market [14,33–41]. The primary focus of researchers is on the issue of interdependency of security, one of the peculiarities of cyber risks.

1.1. Motivation

In the past, there were several comprehensive studies, which, although were not called “surveys”, provided extensive analysis of the available literature and marketing practices for the time when they were released. R. Majuca et al. [18] presented an overview on evolution of cyber insurance by 2005. The study was mostly focused on the market analysis and provided a high level discussion of basic problems (e.g., moral hazard). R. Böhme and G. Schwartz [42] proposed a unified approach for cyber insurance in 2010, glueing together different aspects of cyber insurance and indicating the approaches of different researchers dealing with these aspects. In sum, regardless the raising importance of cyber insurance and increasing number of related scientific publications, there is no a comprehensive survey on the topic.

1.2. Contribution

In contrast to existing works, the primary focus of this paper is on surveying the existing literature on cyber insurance. We provide a different approach to summarising the results with the most up-to-date and comprehensive review of the literature. To our knowledge, this is the first attempt to summarise the dispersed results on the topic under the same umbrella. This unified approach helped us to find the situations, where authors came to the same conclusions and where authors disagree and further research is required.

In this work, we summarise various results achieved in cyber insurance so far and outline future directions for the development. Our study has the primary focus on scientific achievements, but we also provide a bit of the practical insights for the most up-to-date comprehensive picture. In the paper we provide a baseline mathematical model and explain formalisation of basic concepts. We do not have a goal to provide a comprehensive tutorial, but we
would like to help readers to understand the core concepts, which are usually only briefly mentioned in the dedicated articles. Finally, out of our insurability analysis of different modern technological domains (and findings of various authors) we draw a number of future directions for scientific and practical improvements in the area of cyber insurance.

1.3. Structure of the paper

The paper is organised as follows. We report brief history, outline the current practices and sketch future predictions for the cyber insurance market in Section 2. Then, the survey summarises the background information on cyber insurance, in order to introduce readers into the basic terms and process (see Section 3). After that we discuss the peculiarities of cyber insurance, as one of many applications of insurance (see Section 4). Before going into the analysis of scientific papers on cyber insurance, we define a baseline mathematical model (see Section 5). The core analysis of the available approaches is performed in Section 6. First, we outline various practices available for risk assessment and show how they can be applied in the cyber insurance process (see Section 6.1). Then, we go deeper into cyber insurance approaches, highlighting the main scientific directions and achievements in the field (see Section 6.2). Finally, we devote a special attention to the main problems considered in the scientific literature, e.g., whether cyber insurance may serve as an incentive for increasing self-protection, by comparing different studies in a unique, structured way (see Section 6.3). Finally, we consider different technological domains, taking into account the most recent advances in information technologies, and analyse the possibility to apply cyber insurance to them (see Section 7.1). We conclude the paper with highlighting identified research gaps for further research (Section 7.2) and a short summary (Section 8).

2. Market solutions for cyber-insurance

In this section we describe the state of practice, i.e., insight into the cyber insurance business reality. First, we provide some historical remarks on the development of the cyber insurance market, then we sketch the current practices and finish the section with the predictions made by leading cyber insurers and analysts.

2.1. Past of cyber insurance market

Specialised coverage against computer crime first appeared in the late 1970s [18]. In 1980, insurance policies as packages (software + insurance) started to be offered by security software companies partnering with insurance companies [36]. In 1998, the earliest known separate hacker insurance policies were first introduced by the International Computer Security Association (ICSA Inc.). This organisation offered insurance against hacker attacks as a part of its TrueSecure service [16–18]. Since that time, the stand-alone cyber insurance market has grown up to 50 or 60 insurers from US, Bermuda and London markets [22,23].

One of the main drivers for cyber insurance market is severe cyber events occurring within major companies that caused big losses. For example, in February 2000, hackers launched a “denial of service” attack, shutting down eBay, Amazon.com, CNN.com and other major Web sites for as long as three hours. By some estimates, the event costed the companies $1.2 billion [5]. Companies that experienced these disasters became much more interested in purchasing cyber insurance policies to mitigate future losses [6,19,43] and more insurance companies developed the corresponding products to satisfy this need [44]. Over the years, cyber insurance policies have become more and more sophisticated in order to be in line with the continuous evolution of cyber attacks and complexity of information systems.

Regulations on data protection are another strong driver for cyber insurance market. In 2003, the amount of introduced cyber insurance policies grew significantly in US [45] as a results of California data breach notification law [46] being passed. This law required a state agency, a person or business that conducts business in California to disclose any data breach. The Californian law has been a model for legislation passed in 48 US state legislatures and there are moves to implement a national notification standard concerning compromised data [47,48]. Since then other countries started considering the possibility to introduce similar laws (e.g., Canada, Australia [48]). In January 2012, the European Commission unveiled its draft data protection Regulation, intended to update and harmonise the EU data protection law [49,50]. According to the European Parliament legislative resolution on 12 March 2014 on the proposal, as soon as the controller becomes aware that a data breach has occurred, the controller should notify the breach to the supervisory authority within 24 h (this time has been changed to 72 h after the first reading [49]).

2.2. Current cyber insurance market status

In a survey conducted by ACE in 2012 [51], 99% of respondents replied that they suffered from IT or cyber loss, 27% of respondents rated cyber attacks as a key risk, and 30% placed media and reputation damage as the highest cause of internal concern. To these expectations insurer carriers replied with a large number of cyber insurance policies.

2.2.1. Cyber insurance domains

According to the 2014 Batterley Risk Report [52], now market trends seem to increase, especially in healthcare and the small-to-mid-sized segments. For example, Chubb already provides a product called Cyber Security for Healthcare Organizations that offers coverage for cyber risks related to the medical field [53]. In fact, out of 145 data breach insurance claims analysed in the report of NetDiligence [9], the healthcare was the sector most frequently breached (29.3%). Other market sectors interested in cyber insurance are professional services, financial services, information technology, the retail sector, etc. [54]. The most commonly exposed data are PHI (personally identifiable information) and PHI (private health information) [9,19].

2.2.2. Security coverage

Insurance companies develop two different types of cyber insurance (First-party and Third-party) in order to meet the cyber needs of both company that work in IT and other types of companies. Table 1 represents an overview of what type of coverage is currently offered on the market. In particular, Table 1 proposes a comparison between the top insurance companies offering cyber insurance coverage such as Allianz, Zurich, Marsh, etc. For every company, we put × if the provided policy covers the losses. We mark the cell with ∗ if a more in-depth protection plan is available (for a higher premium), which covers the losses not covered by the standard version of the policy.

Our analysis of current cyber insurance policies available on the market (see Table 1) shows that common first-party coverage includes loss or damage to digital assets, business interruption, cyber extortion, theft of money and digital assets. Common third-party coverage may include security and privacy breaches costs, computer forensics investigation, customer notification costs, multi-media liability, loss of third-party data, third-party contractual indemnification. The available indemnity ranges from
10 millions up to 100 millions depending on the selected packages [55].

Additionally, some policies next to the damage coverage, offer prompt support in case of a loss, or other cyber events through the assistance of specialised cyber specialists, often connected to a crisis management service to identify the problem as quickly as possible and to ensure its prompt resolution (e.g., QBE [56]).

2.2.3. Privacy coverage

Particular attention is given to privacy. Privacy coverage is clearly driving the market [52]. For example, the company ACE has a specific product called ACE Privacy Protection® [63] which provides specific coverage up to $20 million and focuses on privacy liability.

2.2.4. Agent attitude to cyber insurance

Some companies are still not convinced that investing in cyber insurance is the way to go. According to the survey of Enterprise-Wide Cyber Risk Management Practices in Europe conducted by Advisen in 2015 [69], the majority of respondents said that they do not purchase cyber insurance because insurance does not provide adequate coverage for their exposures (47%). The second and third popular answers were: it is too expensive (20%) and adequate limits are not available in the market (7%). These results coincide with the findings of Batterley Risk Research [70]: existing insureds reported that they would be willing to pay higher premiums if their primary coverage objectives were included in the cyber policy. Although some companies are still hesitant about buying policies due to many exclusions, restrictions and uninsurable risks, those that adopted the insurance policies have declared to be satisfied [6].

2.3. Future of the cyber insurance market

2.3.1. USA

Despite optimistic promises, the market is still below the expectations. Even a conservative forecast of 2002, which predicted a global market for cyber-insurance worth $2.5 billion in 2005, turned out to be five times higher than the size of the market in 2008 (three years later) [42,71]. Although the market does not develop as quickly as it was predicted, it still has a room for growth and becomes larger and larger with every year. The Betterley Risk research conducted in 2014 [52] revealed, that the gross premiums for cyber-insurance in US in 2014 was 2.0 billions (and was 1.3 billion, in 2013) growing 10%–25% per year, that coincides with the predictions of Marsh & McLennan Co [25]. The most recent report [24] has shown that the annual gross written premium could be around 2.75 billions in 2015.

2.3.2. Europe

In Europe, the cyber insurance market is growing as well. As reported by the Fourth Annual Survey of Enterprise-Wide Cyber Risk Management Practices in Europe conducted by Advisen [69], while the European cyber insurance market is still significantly below the levels seen in the US, (the European market is estimated to be less than $150 million) it is rising by 50%–100% annually, according to Marsh [25]. Thus, the cyber insurance market in Europe is a great opportunity with high potential and low competition.

3. Basic definitions

In this section we define the main terms used in insurance. We start with the description of the main actors. Then, we define the core concepts of risk management. Although, insurance is just one alternative for risk treatment, its correct and reliable operation heavily depends on some steps of risk management. Finally, we provide definitions of the main terms of insurance contract establishing and claim handling. We conclude the section with a specification of a cyber-insurance process.

3.1. Actors

We start with the definition of main actors. Insurer (insurance carrier) is a party that assumes risks of another party in exchange for payment. Insured (policyholder) is a party that asks for insurance and would like to transfer its risk. From the market point of view, the insurer is considered as a supply side, while the insured is a demand side. In this paper we use also the term agent to refer to a party that potentially can buy an insurance policy, but it is irrelevant for the consideration whether it actually has already bought the policy or not. The insurance process also may involve other parties like a verifier, a consultancy agency, police, etc., which are self-explanatory.

3.2. Risk management

Insurance is a way to manage risks. Moreover, the idea of risk management has been originated and generalised from insurance management [21]. Thus, in order to understand insurance we should define risk management first.

Risk is the possibility of suffering harm or loss [72]. First, this definition underlines that risk is not a certainty, but a possibility of risk occurrence in the future. A risk occurrence is called an incident. This possibility of risk occurrence depends on two aspects: threat and vulnerability. A threat specifies the cause of risk (fire, kidnapping, leakage of confidential information, etc.).
A vulnerability is an existing flaw or weakness, which can be exploited and result in an incident.

Second, the definition of risk states that risk may result in losses for an agent. Losses occur because of the consequences of incidents, called impact. Impact may be tangible (e.g., loss of revenue or financial penalties) or intangible (loss of productivity or loss of reputation), depending on the impacted assets. By assets we mean anything valuable for the organisation. An asset can be a physical object, but also secret information, a business goal [73], etc.

Thus, a risk exists only if there are a cause, a possibility and a consequence of an incident. In other words, risk is a combination of a threat, a vulnerability and an impact.

Risk management is a process of identifying risks and implementing plans to address them [72]. The essential parts of the risk management process are risk assessment and risk treatment. Risk assessment is a subprocess of risk management consisting of risk identification and risk analysis. First, risk identification lists and characterises elements of risk: threats, vulnerabilities and impact. Then, risk is estimated with risk analysis. Risk analysis is performed with two risk parameters: the probability of an incident and the amount of impact of the incident, and can be seen as:

\[
\text{Risk} = \text{Probability} \times \text{Impact}. 
\]  

(1)

Risk analysis can be quantitative or qualitative, depending on whether real values or abstract levels are used.

Risk treatment is a sub-process for selecting and implementing measures to deal with risks. There are four alternatives: risk mitigation (or risk reduction), risk transfer, risk avoidance, and risk acceptance. Risk mitigation consists of actions helping to reduce risk (i.e., reduce the probability of a risky event occurrence, its impact or both). Risk transfer is sharing the burden of potential losses with another party. Insurance is one possibility for risk transfer. Risk avoidance is a decision to avoid a risky event (e.g., withdraw from a risky part of business). Risk acceptance is simple acknowledgement that the estimated losses may take place. Naturally, risk acceptance is automatically applied without any decision explicitly taken.

3.3. Insurance contract

Insurance policy is a contract between an insured and an insurer which defines terms, conditions, and exclusions for the insured risk. Premium is a fee paid by an insured to an insurer for assuming the risk. Exclusions are the risks excluded from an insurance policy. Coverage is the amount of risk or liability covered by an insurer. There are two types of insured coverages: first-party and third-party. The difference between these two types of coverages is in the parties covered by insurance: the first-party coverage insure against the losses for the insured itself, while the third-party coverage covers the damage to third parties. An example could be a fire insurance policy, which, in case of an incident, refunds the losses caused by the damage to the building to the insured (first-party coverage) and covers the expenses for the injured people (third-party coverage).

When an incident occurs, the insured activates the insurance policy by sending a claim to the insurer. In this case the insurer covers partly (partial insurance) or completely (full insurance) the losses of the insured. This payment is called indemnity. A part of losses still carried by insured is called deductible. Losses of an event occurred may be primary or secondary. Primary losses are direct consequences, while secondary losses are indirect ones. Examples of secondary losses are losses to the reputation or decrease in stock market.

3.4. Insurance process

In general, the process for cyber insurance could be seen as follows: First, an evaluator identifies the main parameters of risk: valuable assets, possible threats and existing vulnerabilities in the security system. Then, risk is analysed by determining the likelihood and possible impact of an incident and aggregating these values. Usually, the next phase is risk treatment [74–76], but since the focus of this survey is on insurance, w.l.o.g., we assume, that the risk transfer option is selected. Then, the agent and the insurer specify coverage and the premium. After signing the contract, and in case an incident has occurred during the contractual period, the agent may make a claim to the insurer to cover the losses. In short, the process could be seen as follows:

1. Risk Identification
   (a) Asset Identification.
   (b) Threat Identification.
   (c) Security/Vulnerability Identification.
2. Risk Analysis
   (a) Likelihood Determination.
   (b) Impact Determination.
   (c) Risk Estimation.
3. Establish Contract
   (a) Coverage Specification.
   (b) Premium Estimation.
   (c) Write and Sign Contract.
   (d) Claim Handling (optional).

Here we focus more on the problem of insurance contract underwriting, and only briefly mention the following (optional) actions, which are grouped as Claim Handling. We do this because the majority of the steps, which are specific for cyber insurance, belong to the underwriting process, when only a few issues are specific for Claim Handling, as we will show in the following.

Ideally, the process is performed by both an insured and an insurer, taking into account the needs of and means available to each party. An agent first performs Phases 1 and 2 and decides whether insurance is a suitable option for it as a treatment. Then, the insurer performs a similar analysis (often with a much simplified process, e.g., by means of a standard questionnaire and profiling the agent). An insurer is not usually involved in risk treatment for the agent, but it may suggest or demand implementation of security countermeasures, which affect the premium [10,19,77]. Finally, Phase 3 is a collaborative sub-process, although both parties tend to shift the contract in their favour.

4. Cyber-insurance

This section is devoted to the key peculiarities of cyber insurance with respect to insurance in general. In this section we list these peculiarities and provide the insurability analysis of cyber insurance to show whether insurance is applicable to cyber risks and how the found peculiarities affect the insurability criteria.

4.1. Peculiarities of cyber-insurance

Here we summarise the main issues related to the application of insurance to cyber security. We group the issues by the steps of insurance process (see Section 3.4).

4.1.1. Risk identification

Insurers lack of experience and standards. Cyber insurance is a novel type of insurance and insurers do not yet have standardised procedures for dealing with it [18,26,29,52,78].

Evolution of system. Computer systems evolve fast. First, the system of an organisation may easily change. Second, new technologies (e.g., cloud) appear very often, changing the landscape of cyber risks [8,23,79,80].
4.1.2. Likelihood determination

Information asymmetry. Insurance works poorly in presence of high information asymmetry, i.e., the situations when both an insured and an insurer do not have access to the same information [8,11,12,23,26,81–84]. In the cyber world, this issue, common for many insurance markets, is especially important. There are many obstacles for an insurer to get the reliable information about the risk exposure of an insured, and even more obstacles to know that this exposure will be maintained at the specified level during the whole period of policy operation. Some chief security officers do not want to reveal the applied methods to external parties and be forced to install additional controls [27]. Furthermore, it is easy to install protective software (e.g., a firewall, antivirus) and poorly maintain them [29]. Finally, insurers should not forget that security is a process, not a product [38,79,85].

Hard to specify rate of occurrences. Computation of risk exposure is based on the rate of occurrences parameter, which is extremely hard to specify for cyber risks [7,79]. Although the determination of rates of occurrences itself is a hard task (see, for example, papers on security evaluation, like [86,87]), several reasons make it even harder:

Evolution of attacks —techniques used by attackers are constantly changing. New attacks come to play, while old ones vanish. The attackers are highly adaptable and changes are very unpredictable [47,52,80,82,88–90].

Effectiveness of measures and standards —it is unclear how exactly security measures and standards affect the actual level of security/risk of the organisation. Thus, it is difficult for insurers to define the requirements for reducing premiums [8,14,26,91].

Interdependence of security. Security level of one system (may) depends on security of others [8,10,18,26,38,42,47,80–82,92]. For example, a virus may penetrate into a system through a channel established with a partner (with much weaker security). This makes investing in your security much less effective and leads to the free-riding problem.

Lack of statistical data. Absence of statistical data on incidents does not allow insurers to specify their policies reliably [8,10,11,18,23,26,47,82,83,90,93,94] information on cyber threat incidents is often kept private preventing spreading of knowledge and making the following problem more important for security:

Information sharing barriers —companies often do not want to reveal breaches, since they cause large (often, not covered) secondary damage, e.g., to reputation [23,29,83,95]. There is no publicly available comprehensive and consistent database of breaches [12]. For example, Biener et al. [82] analysed SAS OpRisk Global Data, the largest collection of publicly reported operational losses, but this database contained only about 1000 cyber-related reports of world-wide losses occurred between March 1971 and September 2009.

4.1.3. Impact determination

Hard to estimate damage. Quantifying the impact of a cyber attack is a fundamental factor for insurance since cyber crimes or data breaches may lead to many business repercussions [8,10,11,23,26,80,83,95,96]. Moreover, damage may be very hard to quantify in advance for cyber risks because of the nature of information assets (e.g., know-how cost, or private identifiable/health information). Also, reputation cost, which accounts for a large portion of the whole damage is very difficult to estimate.

4.1.4. Risk estimation

Hard to verify. It is currently almost impossible to verify correctness of the estimated risks [86].

4.1.5. Coverage specification

Unclear coverage. It is hard to specify what an insured wants to be covered from and an insurer is willing to cover precisely [8,82,91,97]. This issue is particularly hard with the dynamics of threats.

Exclusions and limited coverage. Current policies contain a lot of exclusions [6,29,43] and are limited in coverage [6,23,26,38,52,70].

Low indemnity limits. The indemnity limits are too small (max 100 millions) for large corporations.

4.1.6. Premium estimation

Correlated risks. Risk threatening one insured may also correlate with risk for another insured. Examples: worms, similar bugs, etc. [8,10,12,23,26,31,52,81,90]. Correlation of risks is particularly dangerous for cyber world because of:

Lack of re-insurance —insurers themselves bare risks. They would like to re-insure the highest risks (e.g., for large epidemics) to higher level insurers [8,26,29,42,82]. Although currently there are few re-insurers for cyber risks, there is a tendency for such actors to become more and more interested in cyber risks [24].

Geographical similarity —there is almost no difference between computer systems in different geographical regions, making the geographical risk diversification solution much less attractive. This means that attackers (e.g., worms) can be as effective with their attacks in China as they are in US. Biener et al. [82] showed that there is the difference between the number of reported incidents across the World in absolute numbers. On the other hand, such difference can be explained by the fact that more developed countries depend more on IT, i.e., they are more exposed to attacks.

Monoculture —many systems are alike, e.g., many systems use Windows operational system and have the same vulnerabilities [10,13,14,42,52].

Easy to perform —attacks are easy and cheap to perform. The adversary may attack from any place in the world. Moreover, it is extremely hard to track them down, and, consequently, to punish. Many organisations do not even notify police about the breaches [11,98]. Moreover, it is easy to replicate an attack and launch it against a large variety of systems simultaneously (e.g., worms, botnets).

4.1.7. Write and sign contract

Language. The contractual language for cyber insurance is still vague and imprecise. It is hard to define precisely what is covered and what is not [29,52,99].

Overlapping with existing insurance coverage. Companies think that they do not need cyber insurance since their general insurance package already covers their needs [8,23,79,89].

Liability. When a cyber incident occurs it is necessary to establish the responsibility for the damage and define who is responsible for the losses. In the digital world this is not always clear [10,12–14,23,26,29,89,91,98]. In some cases these are the system owners, but in others these could be software producers, ISPs, etc. This issue is especially troublesome with the cloud technology [23].
4.1.8. Claim handling

Time for claims. Many attacks occur undetected. The breach may be noticed long after the attack. Furthermore, some attacks are extremely lengthy (e.g., attacks may take months). It is not clear how insurers should reimburse the expenses [80, 100].

Forensics. The insurers often require proper investigation of incidents before making a claim. This imposes additional burden on the insured and hurts the reputation of the company, since the organisation is no longer able to keep the incident confidential. These secondary losses, often not covered by insurers and may prevent the agent from notifying the law enforcement agency and making a claim [14, 101].

It is hard to say which of the above specified issues are the most important from the cyber insurance point of view. Naturally, the industry is more concerned of practical ones, such as lack of statistical data [10, 23, 47, 93]. The academia is more focused on potential social function of cyber insurance (e.g., to increase the overall cyber security) and, thus, looks for methods to overcome interdependent security and information asymmetry issues [35-37, 39, 81, 102–104].

4.2. Insurability of cyber risks

Several authors proposed conditions for verifying whether a specific risk can be insurable. The more a specific risk satisfies these conditions the more precise the predictions about this risk are, and the more reliable the insurance process is.

4.2.1. Insurability criteria by Mehr and Cammack

R. Mehr and E. Cammack [105] formulated seven requisites of insurable risk:

Incidental loss. The incident must be fortuitous and not under control of insured.

Limited risk of catastrophically large losses. Catastrophically large losses must happen with very low frequency.

Calculable loss. It must be possible to estimate or calculate possible losses and probability of an incident.

Large number of similar exposure units. A large number of homogeneous exposure units must be available to facilitate the probability determination.

Affordable premium. The premium must be reasonable for the insured.

Definite loss. The loss must be difficult to forge. Its time, place and cause must be easy to determine.

Large loss. The losses must be large enough for the insured to be born by itself.

4.2.2. Insurability criteria by Berliner

R. Berliner [82, 106] formulated nine criteria of insurable risk (the first five criteria refer to actuarial–mathematical model, sixth and seventh to the market conditions, and last two to environment):

Randomness of loss occurrence. Incidents must happen independently.

Maximum possible loss. Per incident should be manageable for insurer.

Average loss per incident. Should be moderate.

Loss exposure. Should be large enough.

Information asymmetry. Should not be too high.

Insurance premium. Should be affordable for the insureds.

Cover limits. Should be suitable for insureds.

Public limits. Should be respected.

Legal restrictions. Should not be violated.

4.2.3. Insurability analysis

Several studies [8, 82, 107] analysed cyber risks according to these criteria of insurability. They have found that, although cyber risk has some problems with satisfying several criteria, in general, cyber risk can be insured, although more work needs to be done to make the market more mature.

We have collected the results of the studies in Table 2. We colour the criteria found to be non-problematic in white, moderately problematic—in light grey and problematic as dark grey. The table also shows which steps of the insurance process are affected by problems in satisfying the criteria, and how these criteria relate to the issues identified in our paper.

Table 2 indicates, that the most threatening issues are randomness of loss occurrences, information asymmetry, and coverage limits. We see, that the coverage limits issue coincides with the actual complaints of the insureds (see Section 2). Also the importance of the large information asymmetry issue can be seen in the amount of the scientific papers on the matter (see Section 6).

As for randomness of loss occurrences, then here the conclusions of the informal analysis of ENISA [8] and C. Biener et al. [82, 107] do not coincide well. ENISA is more optimistic on the matter, but agrees that interdependence of security and correlation of risks have a big impact on the cyber insurance market.

5. Basic (cyber)-insurance formalisation

This section introduces the basics of the mathematical modelling tools for cyber insurance. Here we introduce many concepts from general insurance theory to help cyber security researchers to get basics of the applied mathematical models. The issues related to cyber insurance are mostly captured by interdependent security and topology models.

5.1. Utility function

A starting point is the concept of “utility”. Utility is a term used by economists indicating the satisfaction a consumer receives from a product. Such approach leads to differentiation of the amount of wealth and the utility that the wealth provides.

Let W be a random variable denoting the amount of wealth of an agent in a considered situation. Let W* be a fixed value of the initial wealth of an agent. In the following, we denote all random variables as bold, while concrete values are not bold.

Let us consider a generic utility function U(W), which returns the utility for a specific amount of wealth for an agent. This function is a von Neumann–Morgenstern utility function, which correctly represents the expected outcome in a game with two possible outcomes (e.g., bad and good ones). The exact form of the utility function depends on the attitude of an agent to risk, which could be either risk averse, risk neutral or risk seeking. In case of several alternatives with the same average outcome, a risk averse agent prefers the alternative with less risk, a risk seeking agent—with most risk and a risk neutral agent has no preferences. Insurance requires agents to be risk averse. Mathematically, this means that the utility function is assumed to be twice differental and concave: U′(W) > 0 and U″(W) < 0. The first inequality requires the agent to prefer more wealth to less (avidity); the second inequality requires that the value it puts on a given increment in wealth decreases as the level of wealth increases (risk aversion).

1 We refer the interested reader to the original book of J. von Neumann and O. Morgenstern [108] for the precise specification of the conditions/axioms for rational choice of an agent and a formal proof that an expected utility correctly represents the values for the choice.
Table 2
Impact of problematic issues on insurability of cyber risks.

<table>
<thead>
<tr>
<th>Phases</th>
<th>Steps</th>
<th>Criteria of [106,107,82]</th>
<th>Criteria of [105,8]</th>
<th>Open issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk identification</td>
<td>Asset identification</td>
<td>Evolution of systems</td>
<td>Lack of experience and standards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Threat identification</td>
<td>Evolution of systems</td>
<td>Lack of experience and standards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Security/Vulnerability identification</td>
<td>Evolution of systems</td>
<td>Lack of experience and standards</td>
<td></td>
</tr>
<tr>
<td>Risk analysis</td>
<td>Likelihood determination</td>
<td>Loss exposure</td>
<td>Large number of similar exposure units</td>
<td>Evolution of attacks</td>
</tr>
<tr>
<td></td>
<td>Randomness of loss occurrences</td>
<td>Incidental loss</td>
<td>Interdependence of security</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information asymmetry</td>
<td>Information asymmetry</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Calculable loss</td>
<td>Hard to specify rate of occurrences</td>
<td>Lack of statistical data</td>
<td></td>
</tr>
<tr>
<td>Impact determination</td>
<td>Average loss per incident</td>
<td>Large loss</td>
<td>Hard to estimate damage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Calculable loss</td>
<td>Hard to estimate damage</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Definite loss</td>
<td>Hard to estimate damage</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maximum possible loss</td>
<td>Limited risk of catastrophically large incidents</td>
<td>Hard to estimate damage</td>
<td></td>
</tr>
<tr>
<td>Risk estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Establish contract</td>
<td>Coverage specification</td>
<td>Coverage limits</td>
<td>Unclear coverage</td>
<td>Exclusions and limited coverage</td>
</tr>
<tr>
<td></td>
<td>Premium estimation</td>
<td>Insurance premium</td>
<td>Low indemnity limits</td>
<td>Correlated risks</td>
</tr>
<tr>
<td></td>
<td>Write &amp; Sign contract</td>
<td>Public policy</td>
<td>Language</td>
<td>Overlapping with existing insurance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Legal restrictions</td>
<td>Coverage</td>
<td>Liability</td>
</tr>
<tr>
<td></td>
<td>Claim handling</td>
<td></td>
<td>Time for claims</td>
<td>Forensics</td>
</tr>
</tbody>
</table>

5.2. Demand side. Insured

5.2.1. Expected utility without insurance

Let a random variable \( L \) represent the individual perception of damage or injury, allowing for its likelihood. Let us consider a simple example assuming that \( L \) will be equal to 0 with probability \( 1 - pr \) in case of no incident and will be equal to \( L \), with probability \( pr \), if the incident happens. The random financial position of the agent in case of no insurance option available/taken is \( W_{1} = W^{0} - L \); assuming the value \( W^{0} \) with probability \( 1 - pr \) if the incident does not happen and \( W^{0} - L \) with probability \( pr \), otherwise. The expected utility of the random variable \( W \) is:

\[
E[U(W_{1})] = (1 - pr) \times U(W^{0}) + pr \times U(W^{0} - L).
\]

It follows from Jensen’s inequality for a concave utility function (see, for example, [109, page 62]) that

\[
E[U(W_{1})] \leq U(E[W_{1}]) = U(W^{0} - E[L]).
\]

Decision makers with such utility functions prefer to pay a fixed amount \( E[L] \) instead of a risky amount \( L \), so they are risk averse.

5.2.2. Expected utility with insurance

In the case of insurance, an agent chooses between bearing an uncertain risk, which could give rise to an unknown expenditure at some point in the future, and making a definite fixed payment at the start of a policy term.

Let us suppose that an agent buys an insurance policy paying the premium \( P \) and getting an indemnity \( I \) in case of an incident. Thus, the insurance policy proposed by an insurer can be seen as a tuple: \((P, I)\). Indemnity is a random variable, since it depends on the occurred losses \( L: I = f(L) \). In our initial, simplistic discussion the only possible amount of losses is \( L \), which occurs with probability \( pr \), then, lets \( I = f(L) \) and the contract can be rewritten as \((P, I)\).

In case of insurance the agent’s random financial position is \( W_{2} = W^{0} - L - P + I \), assuming the value \( W^{0} - P \) with probability \( 1 - pr \) in case of no incident and the value \( W^{0} - L + I \) with probability \( pr \), otherwise.

Let us suppose that the insured, paying the premium \( P \), obtains a total cover in case of loss \((I = f(L) = L)\). Therefore,

\[
E[U(W_{2})] = U(W^{0} - P).
\]

The pure premium \( P \) is fair if the following relation holds:

\[
P = E[I] = E[L].
\]

On the basis of Eqs. (3) and (5):

\[
E[U(W^{0} - L)] \leq U(W^{0} - P).
\]

Eq. (6) shows that a risk averse agent (i.e., the agent preferring paying a fixed \( P \) and having the insurer assume random loss to assuming the risk itself) will purchase insurance.\(^2\)

The insurance contract is still convenient if the agent pays a premium \( P = E[I](1 + \lambda) \) where \( \lambda \) is a loading term due to general expenses born out by the insurer and must be low enough to ensure that Eq. (6) holds.

5.2.3. Self-protection

An agent may invest in self-protection to reduce exposure to risk. This investment increases the security level and decreases the final wealth of the agent. Let \( x \) be a protection level and \( C(x) \) be a function which returns the cost of the investments to reach level \( x \). \( C(x) \) is a twice deferential function which is assumed to be strictly convex: \( C'(x) > 0 \) and \( C''(x) > 0 \). In other words, the effectiveness

\(^2\) We may also see that a risk neutral agent (in case of strict equality) may want to purchase an insurance policy.
of investments in protection decreases with the increase of the protection level $x$.

Naturally, $pr$ also depends on $x$ and can be re-defined as $pr = \pi(x)$. Now, the random financial position of the agent in case of no insurance is $W^0_i = W^0 - L - C(x)$, while with insurance its value is $W^I_i = W^0 - L - C(x) + P + I$.

Now, we wrote the expected utility in both cases:

with insurance:
\[
E[U(W^I_i)] = (1 - \pi(x)) U(W^0 - P - C(x)) + \pi(x) U(W^0 - L - P + I - C(x)).
\]

without insurance:
\[
E[U(W^N_i)] = (1 - \pi(x)) U(W^0 - C(x)) + \pi(x) U(W^0 - L - C(x)).
\]

If $L = I$ the insurance is full, i.e., completely covers the losses if the threat occurs. The insurance is called partial if $L > I$. The partial insurance can be modelled as: $I = \beta(L - D)$, where $\beta$ is a portion of losses the agent wants to be covered by and $D$ is a deductible.

For computations we can use only Eq. (7), since Eq. (8) can be derived from Eq. (7) if the selected contract is $(0,0)$. This contract can be received if $\beta = 0$, since a premium is usually proportional to indemnity (i.e., $P = 0$ if $I = 0$).

Thus, the agent modifies its security level $x$ and chooses the available insurance contract (either selecting from a set of proposed contracts or specifying the portion of losses to be covered) in order to maximise its expected utility (i.e., Eq. (7)) and have it higher than the expected utility in case of no insurance: $E[U(W^N_i)] < E[U(W^I_i)]$.

5.2.4. Multi-agent case

Consider several agents operating in the same environment. In this more general situation $pr$ also depends on the protection level of other agents (e.g., a virus may attack a system through a trusted channel established with a partner which has been recently compromised by this virus). This effect of protection level of one agent on another agent is called externalities. Externalities could be positive, if the probability of an incident for one agent decreases because of increase of the protection level of another agent, or negative otherwise. Note, that dishonest agents may avoid investments in self-protection, enjoying the effect of positive externalities. This problem is known as a free riding problem.

Let $X$ be a vector of protection levels of all agents in the system. If we consider an agent $i$ with $x_i$, then the security levels of all agents except the agent $i$ can be denoted as $X_{-i}$. Thus, from now on we consider $pr$ as a function $pr_i(x_i, X_{-i})$ returning the probability of an agent $i$ to be compromised (both directly or indirectly). We refer to this function as an incident probability function. Naturally, if an agent may be attacked only directly, then $pr_i(x_i, X_{-i}) = pr_i(x_i)$, and is denoted as: $\pi_i(x_i)$. The incident probability function is also twice deferential and convex ($\frac{\partial^2 pr}{\partial x_i^2} \leq 0$ and $\frac{\partial^2 pr}{\partial x_i^2} \geq 0$).

The random financial position of the agent $i$ in case of no insurance is $W^N_i = W^0 - L_i - C(x_i)$, while in case of insurance we get: $W^I_i = W^0 - L_i - P_i + I_i - C(x_i)$. Referring to agent $i$ we can rewrite the expected utility $E[U_i(W)]$ as:

with insurance:
\[
E[U_i(W^I_i)] = (1 - pr_i(x_i, X_{-i})) U_i(W^0_i - P_i - C(x_i)) + pr_i(x_i, X_{-i}) U_i(W^0_i - L_i - P_i + I_i - C(x_i)).
\]

without insurance:
\[
E[U_i(W^N_i)] = (1 - pr_i(x_i, X_{-i})) U_i(W^0_i - C(x_i)) + pr_i(x_i, X_{-i}) U_i(W^0_i - l_i - C(x_i)).
\]

All agents may be considered as homogeneous or heterogeneous. The insureds are considered as homogeneous if all invariable parameters are identical, i.e., $W_i = W_j$ and $L_i = L_j$, and all functions are identical: $U_i(W) = U_j(W)$, $C_i(x) = C_j(x)$, $\pi_i(x) = \pi_j(x)$. The agents are heterogeneous if these functions and parameters (or at least some of them) are different. Note, that in some cases environment and network topology may cause different impact on different agents (see [110]).

5.2.5. Life vs. non-life insurance

The difference between the life and non-life insurance is self-evident. Roughly speaking, life insurance has its primary focus on insuring the agents against their death, while non-life insurance is mostly related to any other type of insurance (also called causality insurance). Consequently, life insurance assumes that an incident for one insured occurs only once. The incidents covered by a non-life insurance may occur several times in a considered period. A typical period of non-life insurance is one year [79, 111, 112]. Thus, in case of life insurance, it is enough to consider only the probability of occurrence (e.g., $pr_i$), while for non-life insurance it is required to find a rate of occurrences $RO_t$, i.e., a number of incident occurrences in a considered period of time $t$. Although, cyber-insurance is clearly a non-life insurance the available state of the art literature on the topic considers only a single event in an observed period, i.e., using $pr_i$ instead of $RO_t$ (with few exceptions, e.g., [113–115]). Instead, for complete non-life insurance fair premium estimation the following formula should be used: $P_i = RO_t i_x$ [112].

Naturally, $RO_t$ is a random variable by itself and can be modelled with a specific process (e.g., Poisson process or renewal process [112]). Although, analysis of its distribution is desirable, the accurate definition of the distribution is often very problematic. A more common approach is to assess the mean value of risk derived from the expected value of $RO_t$. The expected value of $RO_t$ is derived from practical, statistical observations (the average value is assumed to be equal to the expected value of $RO_t$ by the Central Limit Theorem). The later observation underlines the practical importance of availability of genuine, complete, and representative statistical data for correct assessment.

5.2.6. Social welfare

So far we considered the problem form a perspective of a single agent. This perspective is useful for description of a selfish behaviour of an insured. The regulatory entity (e.g., a government) may be interested in the overall impact of cyber insurance on the society in general, i.e., social welfare. Mathematically, the social welfare model, usually applied in insurance, can be computed as the sum of all expected utilities:

\[
SW = \sum_i E[U_i(W)].
\]

The natural goal of this regulatory entity is to maximise the Eq. (11).
5.2.7. Interdependent protection

Simple interactions between an isolated insured and an insurer usually may be described with classical models for insurance, and are not very specific for cyber-insurance. What makes a model more specific for cyber insurance is interdependence of protection. Although such interdependence also takes place in some other insurance cases, cyber insurance is one of the most evident examples here [10,116]. Therefore, the majority of authors consider a more complex situation when many (sometimes very large amount of [103]) insureds are connected by a network. The network can be a usual IT network, or some other way of agents connections (e.g., social network).

Security threats are often correlated and can exploit the network to infect other nodes. Thus, the overall security of an agent depends not only on its own security level, but also on the security levels of all adjacent nodes, i.e., the security levels of agents are interdependent.

Let \( \pi(x_i) \) be the probability of direct threat occurrence for an agent \( i \), if its security level is \( x_i \) (\( pr^{dir}_i = \pi(x_i) \)). Let also \( h_{ij} \) be the probability of contagion of node \( i \) by a compromised node \( j \). Thus, the probability for a node \( i \) to be compromised through contagion only (indirectly) is: \( pr^{cont}_i = 1 - \prod_{j \neq i} (1 - h_{ij} \times \pi(x_j)) \). To find the overall probability of an incident for an agent \( i \) we should consider both events [110,35]:

\[
pr_i = 1 - (1 - pr^{dir}_i)(1 - pr^{cont}_i) = 1 - (1 - \pi(x_i)) \times \prod_{j \neq i} (1 - h_{ij}\pi(x_j)).
\]  

(12)

The network is modelled with a topology model, which defines how nodes are connected. Mathematically, the topology affects the probability of contagion. In the most generic case, if a connection between two nodes does not exist this probability \( (h_{ij}) \) is zero. The following specific topologies are usually considered in the literature:

- **independent nodes** [35,71,117,118]. In this case no connections exist between nodes \( \forall i,j, h_{ij} = 0 \) and they can be considered separately.

\[
pr_i = \pi(x_i).
\]  

(13)

- **complete graph** [35,119]. In this graph every node is connected to any other node, e.g., \( \forall i,j, h_{ij} > 0 \). There are several particular cases of this topology. The first one is when the probability of contagion is equal for each pair of nodes: \( \forall i,j, h_{ij} = q \). In this case the overall probability is [35]:

\[
pr_i = 1 - (1 - \pi(x_i)) \times \prod_{j \neq i} (1 - q\pi(x_j)).
\]  

(14)

Another case is a graph containing only two nodes [35,120,119]. Then, the overall probability is:

\[
pr_i = 1 - (1 - \pi(x_i)) \times (1 - q\pi(x_i)).
\]  

(15)

G. Schwartz et al. [37,38,102,121] considered a complete graph representing a network of large number of agents and modelled the interdependence of security through an average network security value, defined as:

\[
\pi(x) = 1 - \frac{1}{n} \sum_{x_i} (1 - \pi(x_i)),
\]  

(16)

\[
pr_i = \pi(x_i)\pi(x).
\]  

(17)

\[\text{random graph (Erdős–Rényi graph) [110,104,120]. Random graph is a graph with a specified amount of nodes where existence of an edge between two nodes is determined probabilistically (e.g., with a specified probability).}

- **weakest link security.** J. Grossklags et al., in several their studies [122–124] assumed that the probability to compromise a node could be modelled as the highest probability to compromise any node in a network. Thus,

\[
pr_i = \min(\pi(x_i), \pi(X_{-i}))
\]  

(18)

where abused version of \( \pi(X_{-i}) \) is assumed to return a set of probabilities to compromise every node in the network but \( i \). The reverse situation, i.e., best shot security (with max, instead of \( \min \) operation), is also sometimes considered by the authors, but the weakest link model is more natural and is considered in majority of authors’ papers.

- **other models** [104,119,125]. Several other models could also be of potential interest, although are not frequently considered by authors: tree-shaped topology [104], star-shaped topology [119], structured clusters [125].

5.2.8. Insured models

There are two elements in the model of insured, where additional assumptions are usually made: continuity of protection levels and concrete view of utility function.

Continuity of protection levels. Protection can be considered as a continuous scale, and an agent can implement any level of protection. We will call such a model as complete [35,126].

Some authors consider a bit simplified, discrete model of insured [36,39,110,116]. In the discrete model insureds may have only one of two levels of protection: low and high. Sometimes low protection means no protection at all, in other cases high means 100% protection. Although, the levels of protection are the same, the agents usually have different cost for transition: \( C_l(x_{high}) - C_l(x_{low}) \neq C_h(x_{high}) - C_h(x_{low}) \) for most \( i \neq j \).

Specific utility function. Since working with a generic version of utility is not very convenient, some authors assume a specific utility. Usually candidates here are identity function (risk neutral agent) [40,123]:

\[
U(W) = W,
\]  

(19)

or a constant absolute risk aversion (CARA) [35,42,127–130]:

\[
U(W) = E_1 - E_2e^{-\sigma W},
\]  

(20)

or constant relative risk aversion (CRRA) [33,42,131]:

\[
U(W) = \begin{cases} 
W^{1-\sigma} & \text{for } \sigma \neq 1 \\
\frac{1}{1-\sigma} \log(W) & \text{for } \sigma = 1 
\end{cases}
\]  

(21)

where \( E_1 \) and \( E_2 \) are positive constants and \( \sigma > 0 \) is a parameter of the degree of risk aversion. CARA is often applied with \( E_1 = 0 \) and \( E_2 = 1 \).

Other utility functions also could be found in the literature [132–137].

5.3. Supply side. Insurer

5.3.1. Expected utility

The insurer with utility function \( U(W) \) and initial wealth \( W_0^i \), will insures the losses paying an indemnity \( I \), to agent \( i \) for premium \( P \), if \( E[U(W_0^i + P - I_i)] > U(W_0^i) \). Most papers on the studied topic
consider the insurer as risk neutral. Therefore, if we consider the case of several insureds:

\[ E \left[ U \left( W_s^0 + \sum_{i} (P_i - I_i) \right) \right] = E \left[ W_s^0 + \sum_{i} (P_i - E[I_i]) \right] = W_s^0 + \sum_{i} (P_i - E[I_i]). \]  

(22)

5.3.2. Market types

The pricing strategy (e.g., the specification of \((P_i, I_i)\)) for an insurer is determined by the type of the market in consideration. Three types of market usually can be found in the literature:

- **Competitive.** This is the most common type of the market model. In this model, it is assumed that the pool of insurers is infinitely large and none of the existing or incoming insurers is able to propose a contract better than the existing contracts. From the mathematical perspective, this means that the premiums charged by insurers are fair premiums, i.e., \(P_i = pr_i(x_i, X_{-i}) \times I_i\). In this case, according to the Eq. (22), the insurer has zero profit.

- **Monopolistic.** When an insurer is considered to be monopolistic, it is free to specify any premium for a contract. On the other hand, too high premiums may result in a low number of buyers. Thus, the most natural condition in the monopolistic market is maximisation of profit (e.g., Eq. (22)). Another important case of monopolistic market is when the monopolistic insurer is considered as a regulator, rather than a greedy participant of the market. In this case, the insurer gets no profit and often serves more like a re-distributor of funds depending on the security levels of agents (e.g., Eq. (22) is zero).

- **Immature/Oligopoly.** When the insurance market is immature, i.e., a number of available insurers is too low for the market needs, then the insurers can define the premiums higher than the fair premium: \(P_i = (1 + \lambda)pr_i(x_i, X_{-i}) \times I_i\). This loading of \(\lambda\) can be explained as: administrative costs, additional profit, safety capital (the amount of money required by the insurer to avoid probabilistic fluctuations of claims), etc.

Here we have to underline that estimations of premiums also can be performed using other mechanisms, not depending on the market [112]. Nevertheless, all papers on cyber insurance analysed in this survey consider one of the three specified ways to set up the price (depending on the market type under consideration).

5.3.3. Simple game

Now it is possible to specify mathematically the behaviour of agents and an insurer.

First, the invariable values are specified: \(W_s^0, I_s\), etc. The insurer specifies the contract it is ready to offer. Here we would like to distinguish between two actions of an insurer. By specification of a contract we mean the definition of rules for computation of premium and indemnity. By instantiation of a contract we mean the computation of the values \((P, I)\) if all required parameters (usually, protection levels \(x\)) are available.

The most important action allowed for an insured is the selection of the desired level of protection \(x_i\) (or level of investments, if security is considered as a function of cost \(c_i(C_i)\)). Also, the agent is allowed to select the contract (i.e., apply for the contract specified by the insurer and specifying the portion of losses to be covered).

In this simple case, the game has the following 2 phases:

1. agents specify their protection levels and select the available contract types to maximise their Eq. (9);
2. the insurer instantiates the selected contracts for agents, e.g., (premium, coverage), using the protection levels of agents.

5.4. Environment

5.4.1. Information asymmetry

The situation when some information is available to some participants and is not available to others is called information asymmetry. In general, all participants may suffer from the information asymmetry [85,101], but there are two cases which received a special attention.

- **Moral hazard** is a situation when a dishonest insured behaves in a way to increase the risk. Such situation is possible if the insurer does not have enough information about the actual behaviour of the insured. Therefore, the parameters, which were used for defining premium and indemnity, may change after signing the contract.

- **Adverse selection** is a situation when an insured with higher risk exposure wants (or continue) to buy an insurance more than the insured with lower exposure. Such situation is possible if the insurer does not have information about the probability of an incident for agents (or simply does not discriminates contracts according to the protection level). Therefore, the insurer cannot distinguish between agents with high and low risks before signing a contract.

The insurer in both cases is not able to compute premiums using the real probability of threat of a specific agent, but it is sometimes assumed to know the distribution of possible probabilities of threat among all agents.

5.4.2. The game with adverse selection

The adverse selection problem is modelled by separating all agents into two profiles: low and high risks, where all agents in a profile have the same security level. The usual solution for this problem is separation of contracts for agents from different profiles [41]. Two contracts are proposed to agents, where each contract is profitable for agents from one group only. From a theoretical point of view, in most cases, one contract may propose full insurance with high premium (for high risk users), while the second one provides only a partial coverage but for a much smaller price.

When the adverse selection problem is modelled, the agents start with their protection levels specified and are not able to change them. Then:

1. the insurer specifies a set of contract(s), e.g., (premium, coverage);
2. agents select one of the proposed contract.

5.4.3. The game with moral hazard

In case of the moral hazard problem agents are free to choose a security level, while the insurer does not know which level each agent will have after signing the contract. The usual solutions to moral hazard problem are deductibles/partial coverage and observations by insurer [138,84].

When the moral hazard problem is modelled, the game is as follows:

1. the insurer specifies contract(s), e.g., (premium, coverage);
2. agents select the contract and specify their security levels/investments.

---

5 Some of these values also may vary, but it is not the primary focus for the majority of researchers.
5.4.4. Market regulation options

There are several ways for regulators to govern the insurance market. We have found the following regulatory techniques in the literature:

- **Mandatory insurance.** In some cases insurance can be mandatory. In this case the agents cannot choose the option “proceed without insurance”, or buy 0 indemnity, even if this option has higher utility for agents.
- **Fines and rebates.** In addition to premium discrimination based on the probability of threats, the model may enforce additional fines (rebates) for agents with low (correspondingly, high) protection levels. Naturally, the protection levels of agents must be known to the insurer.
- **Bonuses and penalties.** Some sort of punishment and reward may be applied when an incident has happened or not happened [139]. Although this is yet another possible regulatory option, we are aware about analysis of its effects for self-insurance only (not for general cyber insurance) [140].
- **Mandatory investments.** Some models require a minimal level of protection investments.
- **Taxes.** Additional taxes are imposed on agents with low self-protection.
- **Liability of contagion.** The agents responsible for contagion are forced to cover the caused losses.
- **Risk pooling arrangements.** This is a form of insurance where the policyholders share risk among themselves.

6. Analysis of the literature

In this section we summarise the main articles relevant for cyber insurance. To present a comprehensive picture of cyber insurance, we start with main approaches and techniques related to risk management, which are required to define possible damages and attack probabilities. Most of these approaches and techniques are topics for separate surveys. Thus, we do not go for an extensive overview of the literature here, but outline the main areas as essential for the cyber insurance process. On the other hand, we pay a specific attention to the game theoretical methods for cyber insurance and discuss the main problems studied by the authors trying to provide as extensive overview as possible. We conclude the section with our unified approach for comparison of various studies on the main problems considered by academia (e.g., whether cyber insurance is an incentive for increasing cyber protection).

6.1. Risk/security level specification

6.1.1. Cyber risk management

Risk management guidelines [76,141–143] contain generic methodologies for the risk management process. They devote particular attention to organisational questions related to the process, like the description of the parties involved in the process, definitions of the main terms, supporting documents, and high level description of phases. Although, these guidelines often have the primary focus on the risk assessment and risk treatment phases, they also include other activities, like implementation of treatments [76,141], communication of results [142], monitoring and assessment [76,141,143], maintenance and improvement [76]. In this respect, the overall cyber risk management process can be seen as a specific application of the widely-known Plan-Do-Check-Act (PDCA) cycle.

Some of the guidelines are generic and do not go deep into the risk assessment and risk treatment phases [142,143], while others go even further and next to the specific guidelines describe possible techniques [76] and even provide tools for risk assessment [141]. Moreover, the famous ISO/IEC 27001 standard [144] can also be seen as a risk management guideline since it describes all steps for risk management, including risk assessment and risk treatment.

6.1.2. Cyber risk assessment

There are a number of approaches [75,76] which define and help to implement risk assessment and treatment phases of risk management. Although every approach defines the steps with a slightly different level of details and may use different names for them, the overall process flow is always the same and is similar to the one defined in Section 3.4. In contrast to specific techniques, discussed below, these approaches are complete, i.e., cover all steps of the phase in a unified method. Nevertheless, many guidelines also propose to use specific techniques to facilitate the fulfilment of specific steps.

The first revision of NIST SP 800–30 [74] made the methodology, previously devoted to the risk management process, more focused on risk assessment, although such topics as risk sharing and maintaining the risk assessment are also considered. The revision is not a comprehensive approach, but it provides a high level description of the risk assessment process and proposes catalogues of expert knowledge helpful for every step of the phase. The risk management guide by Microsoft [141] also contains mostly the high level descriptions of steps, but it is also supported by different tables and worksheets to fill in.

Hazard and operability study [HAZOP] [145] and Failure mode and effects analysis (FMEA) (and its extension Failure mode, effects and criticality analysis (FMECA) [146]) are two table-based approaches for risk analysis widely known by reliability engineers. The general idea behind these approaches is to list the main concepts of risk assessment (e.g., causes/threats, consequences/impact, possible safeguards etc.) in columns where rows will specify concrete scenarios. In contrast to HAZOP, FMEA/FMECA also takes into account the probability of a scenario and its severity.

Operational Critical Treat, Assets, and Vulnerability Evaluation, OCTAVE Allegro [75], is the latest version of a well-defined and widely-known risk approach for risk assessment. The approach employs workshop-based data collection using a set of predefined worksheets and is supported by questionnaires. OCTAVE Allegro is mainly a qualitative or semi-quantitative approach. Although the approach can define threat and impact levels quantitatively the aggregation of these values are dubious from the mathematical point of view. Similar to OCTAVE Allegro, MAGERIT methodology [76] also contains a risk assessment approach based on filling in predefined worksheets, mainly during the meetings and interviews with the stakeholders. The methodology also provides a catalogue for possible assets, threats, vulnerabilities and their assessment.

Mehari 2010 [147–149] is a checklist based approach with a knowledge base support to risk analysis. The approach provides a set of tables for steps of the analysis with the questions originated from the ISO 27002:2005 standard [150]. Thus, the approach provides the analysis without any protection and with protection. The Mehari knowledge base provides various support (e.g., propose threat scenarios, intrinsic likelihood, intrinsic impact, risk reduction values, etc.).

CORAS [151–155] is a framework for a model-based security risk analysis. The framework consists of three parts: a language, a method, and a tool. The language is a graphical representation of the main concepts and relations between them. The method is an asset-driven defensive risk analysis supported by the tool implementing the language. The main concepts of risk assessment (such as threat agents, threats, vulnerabilities, impact, assets, etc.) are represented as nodes of specific types and are connected with relations between them. Quantitative or qualitative values may be assigned to the nodes and relations for risk evaluation.

S. Butler [156] proposed a cost benefit analysis method called Security Attribute Evaluation Method (SAEM). The method is based on the multi-attribute assessment, where analysis is performed
using several criteria at the same time. For example, impact of different threats is considered using four criteria: loss of productivity, loss of revenue, regulatory penalties, and reputation. The overall impact for a threat is a weighted sum of these losses. A similar analysis is performed for selection of the most appropriate protection strategy. Countermeasures are selected depending on how well they mitigate risk, how costly they are, and how much maintenance they require.

B. Karabacak and I. Sogukpinar [157] introduced Information Security Risk Analysis method (ISRAM). ISRAM is a quantitative approach that uses questionnaire results to analyse security risks. The method proposes to weight answers of the interviewed persons. Then, likelihood and impact are determined as average (with respect to the amount of interviewed people) of these values. Other questionnaire-based approaches we proposed by S. P. Bennett and M. P. Kailay [158] and F. Farahmand et al. [159].

6.1.3. Risk analysis techniques

Analysis of business documentation [21,74,76] is a way to determine the most important assets. Various documents and models may be taken into account, e.g., data flow charts, process charts, enterprise architecture, inventory lists, etc.

Meetings, interviews. The most obvious way of getting the required information for every step of the risk assessment is to ask the stakeholders. This can be done in a form of meetings and interviews [75,76,151], questionnaires [157], checklists [147–149, 159] and worksheets [75] can be the instruments to structure the knowledge received during such meetings, as well as filled in by the stakeholders themselves. Delphi method [160] can be helpful to increase the credibility in the results of the interview. The method allows stakeholders to reconsider their evaluation after reviewing the results of others.

A knowledge base [74–76,147–149] is a technique to identify assets, threats and vulnerabilities, assess the impact and the probability, define threat scenarios and propose possible safeguards. The knowledge base is created by experts in the field and provide the common practice knowledge to be re-used in concrete cases.

Threat trees [74,156], fault trees [74,151,162], and attack trees [74,156,163,164] are the known techniques to specify threats relevant for an agent. All these trees have a general threat as a root and then step by step make it more and more specific. Attack trees are fault trees applied in the area of cyber security. An example of an attack tree is shown in Fig. 1. The difference between attack trees and threat trees is negligible (if exists at all). A threat tree has similar ways to decompose threats per a tile (e.g., by actors, motive, outcomes), while an attack tree is more flexible and allows any kind of decomposition. Defence trees [165] is an extension of attack trees with possible countermeasures attached to the leaves of the tree.

History/log analysis [74,141] is the best way to determine the likelihood of an incident, assuming that the likelihood will not change in the future and statistics are significant for the analysis.

Standards and certifications. Having cyber security certifications is also a way to demonstrate that certain requirements and controls have been implemented according to appropriate standards. In particular, ISO/IEC 27001:2013 [144] is the most well-known security standard. The standard specifies the requirements for establishing, implementing, maintaining and continually improving an information security management system within the context of organisation. Other cyber security standards, which can be of interest, are: ISO/IEC 13335–1 [166], ISO/IEC 21827:2008 Systems Security Engineering—Capability Maturity Model (SSE-CMM), COBIT framework (Control Objectives for Information and related Technology) [167], IASME [168], etc. Moreover, standards for specific domains which contain security requirements also can be reused, e.g. ISO/TS 16949:2009 [169] for automotive industry, the North American Electric Reliability Corporation (NERC) Reliability Standards for Bulk Electric System (BES) [170], standard NEN 7510:2011 [171] and HIPAA for healthcare, ISO/IEC 27018:2014 [172] for cloud. Some insurance companies have reached agreements with certification bodies and are more willing to reduce premiums if their products are certified. For example, AIG has launched a cyber product for SMEs in conjunction with broker Sutcliffe & Co and IASME Consortium to support the government’s Cyber Essentials Scheme [173].

Event tree analysis (ETA) [174] represents consequence of events as a tree, where every tile in the tree is a specific event, which can be successful or not. This technique is useful to analyse possible outcomes of an incident and compute its probability. Attack graphs [175–180] are the graphs formed by existing vulnerabilities/exploits connected according to their pre-conditions and effects. The set of vulnerabilities to be used in attack graphs can be found with vulnerability scanning tools (e.g., [181]).

An example of an attack graph can be seen in Fig. 2. We consider a simplistic attack graph for a system consisted of a workstation (w), connected to the internet, laptop (l) for maintaining the server, local server (s) with a database (db) installed on it. An analyst constructs the attack graph out of a number of vulnerabilities found in the system. Every vulnerability in the graph is represented by an arrow, which denotes the possibility for an attacker to increase its privileges in the system.

Annualised Loss Expected (ALE) [141,182] analysis and risk tables [74,151]. A common way to compute risk quantitatively is to use the ALE analysis. This analysis is base on Eq. (1), and uses Annualised Rate of Occurrences (ARO) (an average amount of incidents in a year) and Single Loss Expectancy (the average loss per incident):

\[
ALE = ARO \times SLE.
\]  
(23)

For estimation of risks with qualitative parameters a risk matrix [74, 143,151] are used, which maps likelihood and impact levels to predefined (by experts or stakeholders) risk levels.

Profiling. In most cases, to obtain insurance, an agent simply selects one of the available insurance policies (e.g., [56,61,64,68]).
and specifies the required parameters. Regarding to the answers on the questions, the insurer matches the agent against one of the pre-defined profiles, for which the risk and premium has already been pre-estimated. Thus, profiling helps to simplify every single underwriting process by hiding the back-office analysis, which have previously estimated the price and risk using statistical or theoretical methods, like game theory.

Game theory is a powerful mechanism for a decision making if behaviour of several participants may significantly alter the final result for everyone. We have already showed how a game may be set up for an insurance case (with and without information asymmetry problems). Both, insurer and insurer should find this analysis useful to specify the suitable indemnity and premium. Moreover, for an insured, it will help to specify the most profitable portion of risks to be mitigated by countermeasures and covered by insurance. For an insurer, this analysis will help to predict its profit and effect on the society.

We summarise all these techniques in Table 3.

6.2. Game theoretic approaches for premium specification

The approaches for contract specification proposed in the literature focus on premium and indemnity estimation and mostly employ the game theory. They can be split into two sets depending on whether security of every agent is considered to be independent or interdependent. The first, the smallest, group considers various specific problems which relate to cyber insurance, while the second group is mostly focused on problems related to analysis of effect of externalities.

6.2.1. Independent security

From the high level point of view, specification of cyber risk insurance policy for a single agent does not differ much from other types of risk [98,129,183–185]. Nevertheless, several interesting problems were considered.

Secondary losses and information asymmetry. Bandyopadhyay et al. [85,101] analysed the proposed model (they used the logarithmic utility function and did not consider investments in self-protection) under different scenarios (information symmetry and asymmetry) of the cyber insurance market. Particular attention of the study was devoted to secondary losses associated with a cyber incident. The results of the study show how the secondary loss exposure affects insured companies, generates information asymmetry between the insurer and the insured company, and impedes development of cyber insurance.

Cyber insurance and social welfare. Kesan et al. [71] provided an experimental method to prove that cyber insurance improves security and social welfare, if security of agents is not interdependent. R. Pal and L. Golubchik [117] analysed the problem from the perspective of an insurer: they have found that a selfish monopolistic insurer charges higher premiums to users and gets more profit with respect to a welfare-maximising insurer.

Security and non-security risks. R. Pal et al., [118] proposed Aegis, a cyber insurance model, for the cases when an agent is not able to distinguish security (insurable) and non-security (non-insurable) losses. The authors have shown that if insurance is mandatory for agents, then the agents are going to choose the Aegis contract in the specified settings.

Non-life Insurance. C. Barracchini and E. Addessi [113] studied contract specification for an independent agent when a threat could occur more than ones. The authors utilised a Markov chain formed by states of the system (no damage, not repairable damage and several degrees of partially repairable damage) with a possibility to restore the system to the initial state. The transition probabilities/rates are considered as given. The authors have defined two models for insurance coverage. Also S. Chaisiri et al., [114] considered a type of non-life insurance. In their model the authors assumed a risk neutral customer of a security-as-a-service provider also buying insurance. The main problem studied was the optimal allocation of expenditures by the customer to secure or/and insured arrived packets. A. Yannacopoulos et al., [115] used the random utility model for assessing the possible claimed compensation of one individual and several models for estimating the number of claims (using Poisson distribution, renewal process, mixed Poisson distribution, etc.). The union of these models allowed the authors to compute how much would an individual claim as compensation. A. Shah et al., [130] provided a simulation-based analysis using the CARA utility function and Poisson distribution of claim arrivals. The authors have shown that with increase of risk aversion of an insured provider, while with increase of risk aversion of an insured rises the percentage of bought coverage. Attacker in the loop. Y. Hayel and Q. Zhu [186] considered a model where an attacker was considered as an active participant (and tries to maximise the damage), next to an insured and an insurer. The authors claim to consider moral hazard problem in their paper, but assume that the insurer knows the statistical distribution of investments of insureds in its portfolio. The authors investigated the conditions for an agent to engage into cyber insurance and increase its protection.

Insurance for IT outsourcing environments. S. Gritzalis et al., [128] provided a utility-based model for insuring both clients and providers of services, where the behaviour (honest or dishonest) of the providers are uncertain for clients and insurers. The authors exploited the CARA utility function and have found the conditions (the amount of fines) to force the providers to behave honestly.

6.2.2. Interdependent security

Interdependence of security is one of the most important peculiarities of cyber insurance. Since its effect on cyber insurance is not entirely known, a large number of scientific studies is devoted to this subject.

Study the effect of externalities on self-protection investments. This topic has received most attention in the scientific literature. In its essence, the topic relates to the study of effects of interdependent security on incentive of an agent to invest in self-protection in particular and on the overall protection of the society, in general. As we will show in the sequel, the problems related to the interdependent security become even more serious, when information asymmetry is in place. Here we briefly describe the most influential studies. In the following (see Section 6.3) we provide a systematic analysis of most of the studies on the topics, where the readers will be able to compare the existing approaches and their findings.

H. Ogut et al., [35] investigated the effect of interdependency of threats and immaturity of the market on security investments with cyber insurance available. The authors analysed the situation without information asymmetry and with the possibility of agents to select the amount of insurance to buy. They considered situations with competitive and non-competitive market, and of independent and interdependent security. Using a continuous model of an insured and mathematical analysis, they have come to a conclusion that security investments fall with increase of interdependency. Similar conclusions were also supported by other researchers [34,127]. Furthermore, the incentive to self-protection rises with increase of immaturity of the market (although at some point the requested coverage is reducing).
Finally, H. Ogut et al., considered the situation with liability for contagion and found that in this case investments in self-protection increase, they increase even higher than the social optimum level, forcing the agent to over-invest.

J. Bolot and M. Lelarge in a series of articles [36,104,119,120,187] also considered a similar problem. They applied the discrete model for insured and mathematically showed that neither competitive nor monopolistic cyber insurance market by itself can be an incentive to self-protection in case of interdependent security and information asymmetry (moral hazard). Furthermore, the authors analysed the fines and rebates treatment mechanism and have found that non-competitive and monopolistic insurers may set up their policies in such a way that insurance be an incentive to self-protection. Note, that in the later case moral hazard should be eliminated.

G. Schwartz, N. Shetty et al., [37,38,102,103,121] also analysed whether cyber insurance can be an incentive for self-protection, although these authors devoted attention to the changes of the social optimum of the self-investment level. As it has been underlined in Section 5 the authors modelled the interdependency of security through an average network security level (the ANS model). The authors devoted their attention to competitive market and considered moral hazard as well as adverse selection problems. They have found that neither for a single insured nor for the society in general cyber insurance is an incentive for self-protection. Moreover, setting an obligatory minimal investment level does not solve the problem.

Pal et al., [39] provided analysis of competitive and monopolistic markets in case of mandatory insurance applying the discrete model of insureds. In their model, an agent investing in security does not suffer from any direct, but only indirect losses. The authors have shown that competitive and monopolistic cyber insurance market without contract discrimination does not serve as an incentive for self-protection. On the other hand, monopolistic market with contract discrimination (by means of fines and rebates) could serve for such purpose, but in this case the insurer has to be able to observe investment level of agents, i.e., no information asymmetry must take place.

P. Naghizadeh and M. Liu [40] proposed an interesting variation of fines and rebates corrective treatment, which is based on the opinion of the society. Every member of the society is able to send a message, which contains its proposal on the desired public good and pricing profile. Then, the monopolistic insurer aggregates the proposals of all members and specifies a contract to enforce the socially optimal level of security. The authors have found that such scheme serves as an incentive to security only when cyber insurance is mandatory and no information asymmetry has place.

J. Grossklags et al., [188–190] performed several simulation studies to analyse the effect of interdependent security and correlated risks on predicted risk for an agent and an insurer. In particular, they have found that risks depend on the topology of the network and a cyber insurer should carefully determine the amount of required safety capital. Moreover, the authors also have shown with their simulations that it is profitable for cyber insurance providers to invest in software security to reduce correlated risks [191].

**Reducing monoculture effect.** Böhme [33] proposed an idea to use cyber insurance for diversification of systems. Since monoculture may lead to interdependent risks, diversification will help to fight this drawback. Naturally, since the risk for a

<table>
<thead>
<tr>
<th>Phases</th>
<th>Steps</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk identification</td>
<td>Asset identification</td>
<td>Business documentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Questionnaires/checklists/worksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge base</td>
</tr>
<tr>
<td></td>
<td>Threat identification</td>
<td>Business documentation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Questionnaires/checklists/worksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge base</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Threat trees/FTA/attack trees</td>
</tr>
<tr>
<td>Risk analysis</td>
<td>Security/Vulnerability identification</td>
<td>EDA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack graphs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vulnerability scanning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Penetration testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Questionnaires/checklists/worksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge base</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Delphi method</td>
</tr>
<tr>
<td>Contract specification</td>
<td>Likelihood determination</td>
<td>History/log analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Questionnaires/checklists/worksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge base</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Delphi method</td>
</tr>
<tr>
<td></td>
<td>Impact determination</td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Questionnaires/checklists/worksheets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge base</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Delphi method</td>
</tr>
<tr>
<td></td>
<td>Risk estimation</td>
<td>Risk table</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ALE</td>
</tr>
<tr>
<td></td>
<td>Coverage specification</td>
<td>Selection by agent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meetings/interviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Game theory</td>
</tr>
<tr>
<td></td>
<td>Premium estimation</td>
<td>Game theory</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Profiling</td>
</tr>
<tr>
<td></td>
<td>Write &amp; Sign policy</td>
<td>Paper work (digital) Signature</td>
</tr>
<tr>
<td></td>
<td>Claim handling</td>
<td>Paper work</td>
</tr>
</tbody>
</table>
non-dominating platform (e.g., Unix-based) is lower, then cyber insurers may assign lower premiums to such platforms. This could be another incentive for organisations to switch to an alternative platform. Also Pal and Hui [192] investigated similar problems. Unsurprisingly, they came to a conclusion, that cyber insurers prefer to operate in a slowly changing environment.

A provider as an insurer. S. Radosavac et al. [41] considered a model where an Internet Service Provider is also a cyber-insurer and users are able to buy an insurance from the ISP. They came to a conclusion that there is no a definitive answer whether in case of interdependency of threats the competitive market may exist. R. Pal et al., [134,135] considered a situation, where a user is able to buy a portion of security from a security provider together with insurance. The authors assume that the insurer is monopolistic and insurance is mandatory. With the use of a specific utility function and Bonacich centrality the authors have shown that it is possible to define the pricing strategy maximising the profit of the provider/insurer and convince the customers to buy some units of the self-defence product. X. Zhao et al., [34] investigated whether managed security service providers (MSSP) can also behave as an insurer. They have shown that when all agents outsource their security management to one such provider then security investment becomes socially optimal. F. Martellini and A. Yautsiukhin [193] provided an approach for a service provider to willingly guarantee a reasonable level of security with additional insurance coverage. Moreover, the authors have proved that number of clients only linearly affects estimated losses per provider (and, thus, does not affect premiums per clients) even if possible attack propagation (attacking clients after compromising provider’s platform) is considered.

**Self-insurance and self-protection.** J. Grossklags et al., devoted several studies to evaluation of the conditions for self-protection, self-insurance and market insurance. In [131], the authors considered a stand alone agent which has these three choices to mitigate its risks. No information asymmetry was considered. Moreover, the authors used a linear model for security and self-insurance investments, and assumed the CRRA utility model. They have found, that market equilibria involve full insurance coverage and is more preferable for low probability of occurrences. Finally, market insurance is more preferable than self-insurance, but is complementary to self-protection. In their following works [122, 124,194–197] the authors considered a network of agents with interdependent security (modelling the interdependency as a weakest link or as its opposite variant: best shot) and tried to investigate whether it is better for an agent to invest in self-protection or in self-insurance from both selfish and social point of view. They have found, that from the economic point of view even social optimum leads to higher self-insurance than self-protection.

6.3. Unified approach to analysis of the literature on interdependent security

In this section we provide a uniformal way to analyse the literature on effects of interdependent security on cyber insurance and security investments.

6.3.1. Definition of the unified approach

We organise diverse studies in a form of a table to analyse the papers in a unique fashion. The table has three main parts: attributes of the considered use case, the applied mathematical method, and results. Since, many papers apply their analysis to different situations, we split the corresponding column in as many parts as many cases were considered by the authors.

Table 4 defines the legend for attributes used in the Tables 5–7. All these attributes have been formally defined in Section 5. We did not discuss the mathematical methods for analysis because these methods are not specific for cyber insurance models, and here we mention them only to give a hint on the mathematical treatment applied by authors. Symbols (✓) and (✗) for Mandatory insurance (Section 5.4.4) and Homogeneity of agents (Section 5.2.4) simply state whether these attributes are considered or not.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Legend for Tables 5–7.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Market types (Section 5.3.2)</strong></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Monopolistic market</td>
</tr>
<tr>
<td>C</td>
<td>Competitive market</td>
</tr>
<tr>
<td>C*</td>
<td>Immature market</td>
</tr>
<tr>
<td><strong>Profit of insurer (Section 5.4.4)</strong></td>
<td></td>
</tr>
<tr>
<td>ZP</td>
<td>Zero profit insurer</td>
</tr>
<tr>
<td>NZ</td>
<td>Non-zero profit insurer</td>
</tr>
<tr>
<td>max</td>
<td>Profit-maximising insurer</td>
</tr>
<tr>
<td><strong>Coverage (Section 5.2.3)</strong></td>
<td></td>
</tr>
<tr>
<td>full</td>
<td>Full coverage</td>
</tr>
<tr>
<td>part</td>
<td>Partial coverage</td>
</tr>
<tr>
<td>ind</td>
<td>Amount of coverage is selected by insured</td>
</tr>
<tr>
<td><strong>Information Asymmetry (Section 5.4.1)</strong></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>No information asymmetry</td>
</tr>
<tr>
<td>MH</td>
<td>Moral hazard is considered</td>
</tr>
<tr>
<td>AS</td>
<td>Adverse selection is considered</td>
</tr>
<tr>
<td>MH+AS</td>
<td>Both types are considered</td>
</tr>
<tr>
<td><strong>Topology (Section 5.2.7)</strong></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>No interdependency is considered</td>
</tr>
<tr>
<td>ind</td>
<td>Generic model is used (Eq. (12))</td>
</tr>
<tr>
<td>Total</td>
<td>Complete graph</td>
</tr>
<tr>
<td>2-nodes</td>
<td>2-nodes graph</td>
</tr>
<tr>
<td>ANS</td>
<td>Average network security</td>
</tr>
<tr>
<td>ERG</td>
<td>Erdős–Renyi graph</td>
</tr>
<tr>
<td><strong>Corrective treatment (Section 5.4.4)</strong></td>
<td></td>
</tr>
<tr>
<td>F/R</td>
<td>Fine and rebate</td>
</tr>
<tr>
<td>Tax</td>
<td>Additional tax</td>
</tr>
<tr>
<td>L</td>
<td>Liability for contagion</td>
</tr>
<tr>
<td>RPA</td>
<td>Risk pooling arrangements</td>
</tr>
<tr>
<td>MIL</td>
<td>Minimal investment level</td>
</tr>
<tr>
<td><strong>Model of insured (Section 5.2.8)</strong></td>
<td></td>
</tr>
<tr>
<td>cont</td>
<td>Continuous investments</td>
</tr>
<tr>
<td>dis</td>
<td>Discrete investments</td>
</tr>
<tr>
<td>gen</td>
<td>Generic utility function</td>
</tr>
<tr>
<td>ident</td>
<td>Identity utility function</td>
</tr>
<tr>
<td>CARA</td>
<td>CARA utility function</td>
</tr>
<tr>
<td>CRRA</td>
<td>CRRA utility function</td>
</tr>
<tr>
<td>spec</td>
<td>Some specific utility function</td>
</tr>
<tr>
<td><strong>Mathematical methods</strong></td>
<td></td>
</tr>
<tr>
<td>NE</td>
<td>Nash equilibrium</td>
</tr>
<tr>
<td>BNG</td>
<td>Bayesian Network Game</td>
</tr>
<tr>
<td>WE</td>
<td>Waltraud equilibrium</td>
</tr>
</tbody>
</table>

The main problems considered by authors could be summarised as follows:

**Existence of equilibrium**—This simple problem considers whether it is possible to come up with a set of variables which do not allow any of the participant to deviate from the specified behaviour and get more profit than in the case of equilibrium.

**Existence of market**—This problem specifies whether the market defined by pre-conditions may exist. In particular,
Table 5
Summary of approaches with competitive market model.

<table>
<thead>
<tr>
<th>Topic</th>
<th>[34]</th>
<th>[35]</th>
<th>[110]</th>
<th>[36]</th>
<th>[37]</th>
<th>[121]</th>
<th>[103]</th>
<th>[38]</th>
<th>[102]</th>
<th>[39]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market type</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>Profit of insurer</td>
<td></td>
<td>zp</td>
<td></td>
<td>zp</td>
<td></td>
<td>zp</td>
<td></td>
<td>zp</td>
<td></td>
<td>zp</td>
</tr>
<tr>
<td>Coverage full</td>
<td>full</td>
<td></td>
<td>full</td>
<td></td>
<td>full</td>
<td></td>
<td>full</td>
<td></td>
<td>full</td>
<td></td>
</tr>
<tr>
<td>Information asymmetry</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Topology</td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homogeneity of agents</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mandatory insurance</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Corrective treatment</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

Model of insureds: cont/gen, cont/CARA
Math. method: NE, BNG

Result: ✓, ×

In our analysis, we mark the cell as (✓) if a specific result was achieved and (×) if it was not. Sometimes (part) is used to indicate that some condition should be met. The problems not considered by the authors are marked with (–).

Incentive for self-protection —This problem checks whether the cyber insurance is an incentive for increasing investments in self-protection. In short, if the security level of a potential insured with insurance is $x^I$ and it is $x^I$ without it, then $E[U^I] \geq E[U^N]$. Naturally, in case of mandatory insurance such problem is meaningless.

Incentive for social welfare —This problem studies the difference between the social optimum levels of the situations when cyber insurance is provided ($x^{I,N}$) and when no cyber insurance is available ($x^{I,-N}$). Naturally, it is desirable to have $x^{I,N} > x^{I,-N}$.

Incentive for social welfare —This problem studies the difference between the social optimum levels of the situations when cyber insurance is provided ($x^{I,N}$) and when no cyber insurance is available ($x^{I,-N}$). Naturally, it is desirable to have $x^{I,N} > x^{I,-N}$.
security level maximising social welfare only if a complete
symmetry exists between agents [103]. On the other hand, H.
Ogut et al., [35] with similar pre-conditions came to opposite
conclusions. One possibility for this contradiction could be a
slightly different topology of large-scale networks used by G.
Schwartz and S. Sastry, but a more thorough investigation is
required.

Another finding that follows from Table 5 is that cyber
insurance is not an incentive for cybersecurity investments. Thus,
with cyber insurance available, agents prefer buying insurance
rather than investing in self-defence. Consequently, the social
optimal levels of investments with insurance are also below the
levels without it.

There is only one exception from this generic rule: with no
information asymmetry Yang et al., [110] show both formally
and empirically that security could be an incentive for security
investments if specified conditions are satisfied. In contrast, Ogut
et al., [35] came to a conclusion that under the same conditions
there is no possibility for insurance to be positive incentive
for self-protection investments. One possible explanation of this
mismatch could be that Yang et al., [110] considered discrete
model for security investments (i.e., an agent may either invest
into security or not), while Ogut et al., [35] evaluated a model
with continuous investments, which allows every agent to spend
the optimum amount for self-protection. Another possibility could
be the difference in topologies: random graphs result in different
effects on interdependency for agents. The third explanation could
be the assumption made by Ogut et al., [35] that possible losses are
much smaller that the initial wealth. This assumption contradicts
to the conditions specified by I. Ehrlich and G. S. Becker [198] for
insurance to be incentive for self-protection.

Finally, Yang et al., [110] and M. Lelarge and J. Bolot [36]
contradict to N. Shetty et al., [37,121] in the possibility for the
equilibrium to exist for similar cases. One possible explanation
for the fact that N. Shetty et al., [37,121] were able to find an

| Table 7 |
| Summary of approaches with corrective treatment. |

<table>
<thead>
<tr>
<th>Topic</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[40]</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td>Market type</td>
<td>M</td>
</tr>
<tr>
<td>Profit of insurer</td>
<td>ZP</td>
</tr>
<tr>
<td>Coverage full</td>
<td>ind</td>
</tr>
<tr>
<td>Attributes</td>
<td></td>
</tr>
<tr>
<td>Information asymmetry</td>
<td>x</td>
</tr>
<tr>
<td>Topology</td>
<td>ind</td>
</tr>
<tr>
<td>Homogeneity of agents</td>
<td>x</td>
</tr>
<tr>
<td>Mandatory insurance</td>
<td>✓</td>
</tr>
<tr>
<td>Analysis</td>
<td>Model of insureds</td>
</tr>
<tr>
<td>Math. method</td>
<td>NE</td>
</tr>
<tr>
<td>Existence of equilibrium</td>
<td>✓</td>
</tr>
<tr>
<td>Efficiency of market</td>
<td>-</td>
</tr>
<tr>
<td>Incentive for self-protection</td>
<td>✓</td>
</tr>
<tr>
<td>Reach social optimum</td>
<td>✓</td>
</tr>
<tr>
<td>Invent. social optimum</td>
<td>-</td>
</tr>
</tbody>
</table>

6.3.3. Non-competitive market

Competitive market is a convenient but a naive model. In reality,
the market is not competitive. Insurance carriers are greedy (as
well as the insured agents), they need some safety capital in order
to avoid bankruptcy in case of a large number of simultaneous
claim demands, cover administrative costs, etc. Thus, two other
market models are also considered in the literature: monopolistic
insurer and immature market (as defined in Section 5.2.7). We
summarised the main findings for the immature market in Table 6.

We see that these types of market have received less attention
by the authors. A few studies suggested that the immature market
is also not a good incentive for self-protection [36,39] and that
the optimal values do not maximise the social welfare [35,39]. Even
the mandatory insurance does not improve the situation [39,199,200].
Probably, this inability to solve these problems forced the authors
to devote more attention to application of different corrective
treatments in context of these markets. Nevertheless, here we may
underline that the available studies show that the insurer is able to
make positive profit even in presence of information asymmetry
and be attractive for the agents [35,36,39,199,200].

It is important to note, that although the pre-conditions in
Table 6 for H. Ogut et al. [35] and W. Shim [127] are similar, the
later paper also provides a study of negative externalities. This is
the only example of the model for negative externalities we were
able to find (apart of a generic study by X. Zhao et al., [34]).
Shim [127] has shown that negative externalities are more relevant for targeted attacks, when the possibility of untargeted attacks (e.g., virus) creates positive externalities. Nevertheless, the results of the analysis show that even in this situation insurance is not a good incentive for self-protection.

6.3.4. Corrective treatments

We saw that for all types of market, in contrast to opinions of security researchers [18,26–29], cyber insurance is neither a good incentive for self-investment nor is a mechanism to reach social welfare. Therefore, researchers studied whether some regulatory treatments of the market can improve the situation. The results are summarised in Table 7.

First of all we see that using fines and rebates (F/R) for agents with low/high probability of losses is the most successful treatment in case of the non-competitive market. On the other hand, this treatment can be applied only if no information asymmetry is in place, since the insurer has to be able to observe the security protection of agents. Furthermore, the results show that an insurer should not maximise its profit [36] (although non-zero profit is possible [36,119,120,187]). Moreover, although the insurer can have positive profit and provide a contract, which is an incentive for self-protection, the most profitable effect for the society is reached if the insurer has zero profit [36]. In the later case, the insurer only re-distributes the money from low security agents to the agents with higher security [36,39,40]. We see that it is not clear from the available studies whether mandatory insurance is required for operation of this mechanism [39,40,134,135] or it is not [36,119,120,187].

We also may see that the requirement for minimal investments does not help to make cyber insurance an incentive for self-protection in case of moral hazard or adverse selection problem in place [37,38,121,102]. Similarly, risk pooling arrangements (RPA) cannot help to solve this problem either, although they may help to reduce over-investments if negative externalities have place [34].

6.3.5. Summary of main findings

In short, we may summarise the main findings of the literature as follows:

- **Positive externalities caused by interdependence of security** reduce the incentive for the insured to invest in self-protection if insurance option is available.
- **Insureds would prefer to invest in self-protection** only if the “fines and rebates” regulatory mechanism is applied and no information asymmetry exists.
- **It is unclear whether insurance can be served as a tool** for approaching optimal level of investments. Some studies contradict on this point.
- **Effect of heterogeneity of nodes and validity of the discrete model of insureds needs a more focused study.**

7. Cyber-insurance research gaps and possible directions

In this section, we analyse insurability of various technological systems and outline research gaps and possible directions for cyber insurance research.

7.1. Analysis of technological systems

We have already mentioned the main issues for cyber-insurance (see Section 4.1). These issues are relevant for any technological systems for which insurance can be applied, but the extent to which the cyber insurance is affected depends on the technological system used by the insured. In this section we are going to consider how relevant the issues for specific technological systems are, i.e., how much attention should be devoted to specific problems by the insurance carrier, while a business using one of the considered systems is to be insured. The considered technological systems may sometimes overlap (e.g., mobile devices may be a part of an SME), but we consider them separately, to focus on the analysis of their distinct characteristics.

First, we list the technological characteristics contributing to the issues of cyber insurance (identified in Section 4.1). Sometimes, the cause for issues is simply “lack of experience”. Since this cause is not grounded in technology, but in the immaturity of cyber insurance market, we do not consider such cause in the following analysis of technological systems.

7.1.1. Insurers lack of experience and standards

This issue is related to lack of experience, rather than to a characteristic of a technological system.

7.1.2. Evolution of system

Systems evolve due to two reasons: dynamicity of the system itself and evolution of technology. In the first case, it is the internal structure of the system that changes. In the second case, rapid evolution of technology and its application is a problem for insurance.

7.1.3. Information asymmetry

The technological characteristics which contribute to information asymmetry are: “closure” of security system and easiness to change controls. First, if information about security is not available to a carrier, effective pricing is problematic (adverse selection problem). Also, if it is easy to change controls unnoticed, the insurer has to be extra careful to be sure that initial assumptions about security of the system are correct also during the contract period (moral hazard problem).

7.1.4. Hard to specify rate of occurrences

Here we also single out two characteristics directly related to the sub-issues stated in Section 4.1. First, fast evolution of threats is one obstacle to reliable collection of statistics. Second, effectiveness of controls often depends on the correct operation of these controls. In other words, it is not enough to install a control, but it is often more important to use this control correctly.

7.1.5. Interdependence of security

Two types of interdependence is important: internal and external [33]. Internal interdependence means that units inside a system are heavily coherent, while high external interdependence states that a system is connected with many other systems, out of its control.

7.1.6. Lack of statistical data

Although this issue much depends on simple lack of experience of cyber insurers, the lack of statistical evidence also can be explained by the possibility to keep evidences of an occurred incident hidden. Another important issue that affects representative collection of statistical data is scarcity of similar systems.

7.1.7. Hard to estimate damage

The first problem with estimation of damage for cyber risks is that a large part of its impact is intangible. Thus, we would like to consider a portion of possible intangible impact with respect to tangible one. Second, the exact impact of an event may vary significantly. Such unpredictable impact impedes the precise pricing.
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7.1.8. Hard to verify

This issue is related to general lack of experience in cyber risk management.

7.1.9. Unclear coverage/exclusions and limited coverage/low indemnity

These issues are related to general lack of experience in cyber insurance policy writing and low maturity of the market itself.

7.1.10. Correlated risks

Lack of re-insurance can be considered simply as a consequence of lack of experience of cyber insurance market. On the other hand, geographical similarity, Monoculture and possibility to replicate attacks, affecting many system across the world in a short amount of time—can be seen as the characteristics of technologies.

7.1.11. Language/overlapping with existing insurance coverage

These issues again are related to general lack of experience in cyber insurance policy writing practices.

7.1.12. Liability

Additional liability does not primarily derive from the technology, but from its application. Thus, we try to analyse where application of considered technology systems usually leads to the issue of additional liability.

7.1.13. Time for claims

Some threats may occur unnoticed, and the damage may happen long after the successful penetration. An attacker may start using the database of stolen credit cards months after the attack. Whether and when such threats should be covered is mostly the problem for correct policy writing, and here we consider only the possibility of such event.

7.1.14. Forensics

The problem with forensics we refer to the lack of experience in policy writing and complete specification of the damage covered.

7.1.15. Analysis of effects of technological systems on cyber insurance

We summarise the main peculiarities of the technological systems with respect to cyber insurance issues in Table 8. One of the conclusions we can make out of the table is that various providers (ISP, Cloud, Social Networks) and enterprises (SME and Big enterprises) are the most problematic from the cyber insurance point of view. The main problems are: the dynamicity of the systems, difficulty to know exactly the installed countermeasures, unpredictable impact, high interdependence and additional liability.

Single devices, related to workstations and mobile devices owned by individuals and networks of devices are a bit less problematic. The advantage of single devices from the cyber insurance point of view is their multiplicity, which allows quick collection of required statistics, and low additional liability. High similarity between devices also contributes to collection of the required statistics and helps to determine possible impact more precisely. On the other hand, multitude of low value insureds will probably mean that control over the declared protection may be too costly to install. Also, similarity of systems lead to high probability of simultaneous attacks (e.g., by a new virus). Finally, lack of experience will most probably lead to poor management of installed countermeasures and high level of undetected attacks.

Network of devices have a quite wide application and many characteristics are hard to specify without relation to a concrete case. Precise specification of functionalities of the united devices or sensors will lead to more precise determination of possible damage. Moreover, the external dependency of such systems is relatively low. One issue, though, which can be a problem here is the dynamicity of the networks.

Finally, specific systems (cyber–physical and industrial systems) are less affected by usual problems of cyber insurance. These are reliable, long-living, unique systems. On the other hand, there are some serious issues as well: closure of the system and possibility to keep incidents secret. Many of these systems provide basic functionalities on local and country levels (e.g., power and water provisioning), may have desirous consequences (e.g., nuclear plants or gas and oil industry) or used in situations where human lives can be threatened (e.g., cars or medical devices). Finally, not only does uniqueness of systems reduce the possibility of cyber hurricanes, but it also hardens the collection of statistics.

7.2. Research gaps

In this section we summarise the areas related to cyber insurance which need more attention of scientific community and practitioners. We structure our proposals according to the problematic issues of cyber insurance defined in Section 4.1 (and distilled in Section 7.1).

7.2.2. Evolution of systems

Dynamic cyber-insurance. Many domains analysed in Table 8 assume that environment is dynamic; this is especially related to providers of different services. This dynamicity has an effect on the computation of the probability of an incident and increases the difficulty of assessment and re-assessment of systems, as well as other steps of the insurance process. In order to adapt to this condition cyber-insurance should become fast and adaptive, i.e., dynamic. The insurance process itself may re-use the power of cyber technologies, which it has to assess in its turn, to become agile. One may think about cyber-insurance as a kind of a service, which can be bought on-line. Naturally, dynamic insurance will require (semi-)automatic insurance processes, including security level specification (e.g., dynamic risk assessment) and, probably, automatic claim handling. An organisation, which would like to have a cyber coverage for a long period may simply get sequential insurances, issued one after another one, unless it does not want it any more.

7.2.3. Hard to specify rate of occurrences

Define security level and effect of security controls. Currently, most of the approaches start with a defined “security level” or a function returning the probability of an attack depending on the security level. In the security literature there are no widely acceptable methods to find these values, required for cyber-insurance. There is a need for a deeper investigation on how defined security metrics [86,201] affect the rate of occurrences and can be used to specify a security level [202,203].
Table 8
Impact of characteristics of technical systems on cyber insurance.

<table>
<thead>
<tr>
<th>Issues</th>
<th>Providers</th>
<th>Single devices</th>
<th>Enterprises</th>
<th>Network of devices</th>
<th>Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Characteristics</td>
<td>ISP</td>
<td>Cloud</td>
<td>Social networks</td>
<td>Mobile</td>
</tr>
<tr>
<td>Evolution of systems</td>
<td>Dynamicity of system</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Evolution of technology</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Information asymmetry</td>
<td>Easy to change controls</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>“Closed” security system</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Hard to specify rate of occurrences</td>
<td>Evolution of threats</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Operational dependence</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>Lack of statistical data</td>
<td>Possibility to keep data hidden</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Scarcity of similar systems</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Hard to estimate damage</td>
<td>Intangible impact</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Unpredictable impact</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>Interdependence of security</td>
<td>External interdependence of security</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Internal interdependence of security</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>Correlated risk</td>
<td>Geographical similarity</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Monoculture</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Simultaneous replication of attacks</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Liability</td>
<td>Additional liability</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td>Time to claim</td>
<td>Unnoticed attack</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

7.2.4. Lack of statistical data

*Increase information sharing capabilities.* Lack of statistical data is mostly explained by the sensitivity of the information to be shared. Organisations are afraid of releasing too much information about their internal systems to prevent decrease of reputation as well as prevent leakage of knowledge about weaknesses of the system. The schemas assuring participants in absence of these potential problem are required. Moreover, it is required to think about possible incentives for organisation to engage in information sharing, instead of being dragged in by the forces of law.

7.2.5. Hard to estimate damage

*New systematic approaches.* Specification of possible damage is a known problem, which exists for years in security risk assessment, yet still no comprehensive and reliable approaches exist.

*Cyber insurance of unique systems.* Although it is difficult to collect data for IT systems in use for some time, it is even harder to predict the losses if the system is unique as a cyber–physical system or an industrial IT networks (see Table 8). One approach could be to reuse the information available for re-useable parts of the complex system and then aggregate it to get the estimation for the system as a whole. Such a modular risk management approach could help in cases when a big part of a novel system is composed of known devices.

7.2.6. Interdependency of security

*New theoretical approaches and practical studies.* From the analysis of the literature in Section 6.2 we see that interdependent security has a negative impact on the incentive of insureds to invest in self-protection. The proposed approaches to market regulation work mainly without information asymmetry. Novel approaches to regulation of insurance market are required in order to mitigate this effect of externalities. Moreover, although the analysis of externalities has got a lot of attention in the scientific community there is a need to evaluate the real impact of interdependent security for every domain of insurance application. The real survey data show that despite gloomy theoretical predictions, cyber insurance is the incentive for increasing quality of protection [204]. Some domains in Table 8 have a specific topology. For example, internal structure of ISP can be seen as a star-shaped (sub-)network. Cloud services may be connected with some sort of a hierarchical topology model. Specific approaches for such topologies can help cyber risk predictions to become more precise.

7.2.7. Correlated risks

*Evaluation of the real impact.* There are many studies of interdependent security, but security incidents correlate not only because of weak security of others, but also because of the nature of IT risks in general as well. The threat of a “cyber hurricane” is of important concern for cyber insurance. The study of St. Gallen [82] has shown that only 17% of attacks are somehow correlated. More empirical studies are required in order to evaluate the impact of the
correlated threats. Moreover, as study by W. Shim [127] shows, the approaches for different threats may be different. These studies are important for all domains. Probably, the uniqueness of the cyber–physical and industrial systems makes these domains less affected by cyber hurricane outbreaks, but this possibility should not be eliminated completely in these domains either.

**Diversification.** Currently, only a few studies are devoted to diversification of systems and its effect on cyber-insurance. In fact, they mostly consider a reverse problem: how cyber-insurance may help to diversify systems. What is required for cyber-insurance, is a way to diversify its coverage in order to avoid or, at least, reduce effects of possible cyber hurricanes.

**7.2.8. Liability**

*Liability for potentially malicious actions of others.* Many providers (ISPs, Cloud, Social Network providers) may be liable for not providing enough control over its customers and bare some responsibility for their malicious actions. The current schemas for cyber-insurance consider only insurer and insured, but in the considered situation also the end users of insured should be taken into account. On the other hand, liability of providers may open new schemas for investment in cyber protection (e.g., as it is shown in [191] for a cyber insurer).

**Simplify forensics burden.** Many insurers require official forensics to be conducted before reimbursing the expenses. This is not always feasible for small incidents (like virus penetration) covered by insurance. Moreover, these incidents are not of primary importance for the LEAs. This is especially important for individuals or users of a service who have very limited resources and relatively small impact. A simple and convenient method for dealing with cyber incident notification, clue collection and analysis (e.g., with Big Data technologies) may promptly attract attention of LEAs to attacks cheap for individuals, but costly for a society.

**8. Conclusion**

In this paper we have provided the most up-to-date comprehensive survey of available literature on cyber insurance. We have found, that despite a slow start and many problematic issues, the cyber insurance market grows. This growth much depends on the regulatory initiatives applied more widely in the world (e.g., the California bill), but this is not the only cause for the market to flourish. Cyber insurance by itself provides a unique opportunity to cover risks, as well as to contribute to societal welfare. In this work we have considered the main topics tackled in the cyber insurance literature. Moreover, we aligned many scientific contributions with a unique systematising view. Although, the view in no way can be seen as the only possible, fully descriptive and one size fitting all, it allows fast and easy comparison of various studies in the field. The results of the comparison show that although cyber insurance is a desirable option for agents it has many open issues yet to be resolved by scientists and practitioners. Novel approaches and treatments are required to ensure the positive effect of cyber insurance on society as well as new standards and practices required for the maturation of the market.

Our study also has provided analysis of different technological systems, which could be or are of interest for cyber insurers. We have observed that different technological systems impose different challenges on cyber insurance and, at the same time, provide different opportunities. Thus, more research is needed to address the needs of cyber insurance in specific contexts.

Finally, we have outlined a number of possible directions for solving the existing issues. Some of these directions are well-known in the risk assessment area (e.g. more precise determination of possible damage), but many of them are specific for cyber insurance, e.g., become more dynamic and use available technology to reduce information asymmetry. In some cases we have identified points, where practice and theory are not in line (e.g., whether cyber insurance is an incentive for self-protection investments or it is not) and where more real impact of theoretical findings should be confirmed (e.g., correlated risks and interdependence security).
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