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Abstract—Clouds have been relevant business drivers and computational backends for a wide range of applications, including IoT, e-health, data analytics. To match the complex needs of such comprehensive set of different kinds of applications, in recent times there is an emerging need for new paradigms and forms of Clouds, organised according to a federated, heterogeneous and distributed structure. To exploit heterogeneity and localisation, in order to enhance the overall performances, ensure energy efficiency, reduce costs for resource providers and in the meantime enhance the user experience, proper service placement solutions are required. However, conducting efficient deployments in such a scenario is complex due to the dynamic nature of applications, resources, users. As a consequence, there is a need for scalable, distributed, adaptive, context-aware solutions characterised by high-efficiency and reduced overhead. We propose a highly distributed, self-adaptive solution aimed at optimising the overall deployment of cloud services by means of point-to-point interactions occurring among clouds and cloudlets belonging to the same federation. The contribution of this paper is the definition of a service exchange mechanism, its Markov-chain based modelling and thorough experimental evaluation.

I. INTRODUCTION

Cloud Computing has deeply transformed the way in which IT resources are delivered to users and customers. Clouds [1] are the de facto instances for the provisioning of IT resources to the mass according the utility computing approach. Computing and storage are delivered in an on-demand fashion, in the shape of services, accounted to customers according to the pay per use model.

Large IT behemoths provide their spare resources for renting to other private enterprises as well as to individuals. However, with the evolution of services and applications that can be brought on the cloud, a single cloud solution cannot provide the heterogeneity and functionality required for many business solutions. Therefore, the initial concept of cloud computing has rapidly evolved into multi-cloud environments, which gather together multiple and heterogeneous cloud data-centres and service providers.

The earlier protagonist of today’s multi-cloud era are the so-called Cloud Federations [2]–[5]. Cloud federation brought the cloud computing to the next level, realising much more than inter-cloud interoperability, rather providing an unified view on an heterogeneous pool of resources while using a single access point to control applications. In the Cloud Federation model a number of cloud providers voluntary join their resources to collaboratively increase their market and to achieve scale economy that would have been outside their reach. Therefore, in cloud federation an application is submitted via a specific cloud provider but its execution can in principle involve any combination of providers within the federation.

In the scientific and industrial cloud community there is a wide acknowledgement on the features that will characterise the future of clouds, data-centres and their large scale aggregations such as cloud federations, or from a more in general extent, to cyber-infrastructures [6,7]. Actually, next generation cyber-infrastructures are supposed to became more and more distributed, heterogeneous, federated and complex [8,9].

Proper deployments can exploit heterogeneity and localisation to enhance the overall performance, ensure energy efficiency, reduce costs for resource providers and in the meantime enhance the user experience. In fact, a service that is expensive to run with a given resource, can be cheap to run with a different resource.

Even more, there are clear signs [10]–[12] suggesting that a convergence with mobile, fog and edge computing will let clouds to be the computing enablers for a wider set of resources, such as IoT, sensors, smart-cities.

The widening in the spectrum of enabled applications, along with the more complex and distributed structure characterising clouds, calls for specific solutions for their management, able to match such peculiarities.

In particular, there is a call for advanced scalable solutions [13]–[16] that are able to deal with highly distributed heterogeneous systems. These systems do not assume the existence of a central authority, that concentrates all the decisions [17]–[21]. In fact, a proper decentralised solution is a fundamental pre-requisite to match the needs deriving from an highly-dynamic and widely deployed computational system. As matter of fact, decentralisation is required to conduct a proper resource allocation, as a centralised approach would require to gather in a unique place, as well as in a timely and frequent manner, a huge amount of information about the actual status of resources and service dynamics.

In this paper we propose a solution whose foundational
concept is rooted and borrowed from approaches dealing with highly distributed networked systems [22]–[25], such as those focusing on peer-to-peer computing. In such systems, it is usual to avoid the definition of a centralised authority, whose functional activities are instead provided as a result of a collaborative process involving many of (sometimes all) the elements participating in the computation.

The proposed approach aims to achieve an overall optimisation of the allocations of services to clouds, by means of decentralised, point-to-point interactions performed in a step-based discrete fashion. In fact, our solution consists in a highly distributed, self-adaptive system that is able to optimise the overall deployment of applications by means of the aforementioned interactions. These interactions occur among properly defined active entities, named Cloud Drivers, that are in charge to represent clouds. Each Cloud Driver contacts the other drivers and proposes an exchange of services, offering those it considers too expensive for itself and requesting the services it can run with a reduced effort.

In presenting our proposed solution, the paper gives the following contributions. An organically presented set of the related works, previously contributed to the scientific literature (Section II). The foundational concept underpinning the proposed solution is presented by outlining its similarities with the Generalised Assignment Problem, a well-known problem in the operational research field (Section III). In the very same section, we also present the algorithms, formally describing the control flow of our proposed approach. Our approach is also formalised through a Markov Chain model that organically describes its features and key elements in a conceptual framework (Section IV). Then, we provide the experimental results we obtained by implementing our proposed solution and testing it under different conditions, in order to provide its validity and viability (Section V). Finally, we draw our conclusion (Section VI).

II. RELATED WORK

With respect to the optimisation of the resource utilisation among its participants, many approaches for Cloud Federation employ the concept of a centralised and structured entity that works as the controller of the federation, to drive the resource selection and the broker process [15]. In this sense, two different approaches are represented by Contrail [5] and Intercloud [26].

In particular, Contrail focuses both on the vertical and horizontal integration of multiple cloud providers, organising the enforcement of QoS by the definition of federation-level SLAs, which also drives the resource selection process and can be mapped on cloud providers SLAs. Conversely, Intercloud’s idea of Cloud Federation is realised via the definition of a common marketplace in which applications are negotiated among brokers and cloud providers.

Other approaches, such as RESERVOIR [27] and OptimIS [28], provided a more distributed view in the landscape of Cloud Federation. In RESERVOIR, providers communicate directly to each other to negotiate the utilisation of resources. Rather, OptimIS realises a services toolkit aimed to orchestrate the lifecycle of the applications, which in turn allows the self-management of the cloud federation.

On the other hand, the solution presented by Anastasi et al. [13] makes use of a mixed approach based on cross-entropy and lightweight methods, inspired by human cognitive process to drive the resource selection.

All the above solutions are based on centralised, infrastructure-controlled mechanisms. However, growing trends in Cloud computing push towards the evolution to more heterogeneous, decentralised and fog/edge-based approaches. A next generation cyber-infrastructure must be capable of targeting the above-mentioned needs. This fact calls for more distributed, self-organising and adaptive solutions for the optimisation of the resources within a federation of heterogeneous Clouds.

The problem of managing self-adapting resource allocation over federated clouds has been already tackled in the past, aiming at achieving a full autonomic distributed behaviour. For instance, in the paper from Ismail et al. [29] an autonomic, decentralised brokering framework is discussed. The paper aims at solving the issues of multiple cloud interactions by means of a reinforcement learning approach. The main difference with our approach is that in the Ismail et al. approach the assignment is computed once, according to the simplest brokering metaphor, whereas our approach has an iterative structure based on point-to-point interactions.

Other self-adaptive resource management systems for distributed data centers include the works proposed by Barbagallo et al. [30], and by Sedaghat et al. [31]. In particular, Barbagallo et al. [30] propose self-* techniques for optimising the energy consumption in a distributed data center. Through the interaction of autonomous entities, the system is able to adaptively re-distribute the load in a data center by exploiting some servers to the maximum efficiency, while allowing other to turn off, thus saving energy. On the other hand, Sedaghat et al. [31] propose to exploit a peer-to-peer adaptive system in order to optimise the resource utilisation within a single cloud. In particular, the authors make use of a random gossip-based protocol to let servers in a cloud to exchange Virtual Machines (VMs). These exchanges allow the system to optimise its energy efficiency, considering the constrains on resource utilisation for both servers and VMs.

Our problem can be see akin to the (distributed) generalised assignment problem (DisGAP).

In particular, the case where items (services) are to be assigned to bins (Clouds) by a population of discrete agents via local knowledge can be cast as Distributed GAP. The work of Sun et al. [32] describes an asynchronous approach to solution search in this context, i.e. one based on distributed agents with only local knowledge. However, as most of the works in the field, that work focuses on finding exact solutions to complex constraint problems, which necessary involve backtracking at the local and global level. In the settings of a Federated Cloud, actual backtracking is impossible, and waiting for the whole network of clouds to converge toward an optimal solution
Another related approach is the one presented by Dubois et al. [33]. The authors propose Mycocloud, a system designed to maximise the utilisation of each single node within a cloud computing system. To this end, Dubois et al. propose a decentralised, self-organising service placement that is based on a hierarchical peer-to-peer overlay, i.e., Myconet [34]. The goal of Mycocloud is twofold: maximise to resource utilisation of nodes within a cloud system and, at the same time, balance the nodes’ computing load. Similarly to our solution, the problem faced by Mycocloud is a version of the Generalised Assignment Problem. Our solution differs from Mycocloud since our focus is on the maximisation of revenues of each single cloud in a federation and, consequently, the revenue of the federation as a whole. Clouds show a behaviour that is partly collaborative, and partly selfish. As explained in details in Sec. III, clouds collaborate with each other, since they exchange information and service instances. However, clouds are also selfish, since they try to perform only those exchanges that increase their own revenues. In doing this, we exploit a flat, unstructured peer-to-peer overlay.

Our work also drew inspiration by re-distribution approaches from other fields, in particular from solutions proposed to face the issues of electric power generation and power grid local management methods.

The distributed approach has been already investigated for the problem of trading and distributing energy on smart power grids. Kuntschke et al. [35] discuss the need to aim at both economical optimisation and power grid stability enforcement, where both commercial and customer-owned small power generation points are present. The two sides of the problem are tackled with a hierarchical organisation where many small generators are grouped together into virtual power plants, and where decisions on technical constraint management are by design kept separate from production by introducing a set of decisions entities run by a third party.

III. CONCEPT AND ARCHITECTURE

As we stated in the introduction of this paper, in our envisioned scenario, whose graphical summarisation is given in Figure 1, the first class entities are clouds belonging to a federation. Each cloud is characterised by an heterogeneous set of installed resources and an heterogeneous set of hosted services. Each cloud is represented by a specific Cloud Driver that is devoted to the interactions with other clouds. Each Cloud Driver has a detailed and up-to-date view of the resources and services belonging of its reference cloud. At the same time, it has only a very limited knowledge about the other clouds belonging to the federation. This vision is essentially limited to the address of their contact points, i.e., their Cloud Drivers.

Given the installed resources, each cloud can obtain a different profit by hosting a certain type of service. In fact, on the one hand we assume that the fee paid by customers for hosting a certain type of service is the same, regardless of the cloud selected for its execution. On the other hand, the cost borne by a cloud for its hosting varies from one cloud to another, depending on the installed resources. This results in a highly variable gain achieved both by each single cloud and by the overall federation, depending on the actual details of the allocation of services to clouds.

Our proposed approach targets the problem of a fair and optimising inter-exchange of services among clouds. Each cloud aims at exchanging services with other clouds in order to increase its own profit. Counterparts accept only when the profit is mutual. As a consequence, from a federation-wide perspective, the conduction of point-to-point exchanges among different pairs of clouds will lead to a global-level optimisation.

A. Similarities with the Generalized Assignment Problem

The problem we are considering, defined in these terms, recalls the maximum Generalised Assignment Problem [36]. It is a well-known problem in combinatorial optimisation. Such problem is defined as a generalisation of the assignment problem [37]. This problem instance assumes a number of agents and a number of tasks. Any agent can be assigned to perform any task, sustaining costs that may vary, depending on the agent-task assignment. It is required to perform all tasks by assigning exactly one agent to each task and exactly one task to each agent in such a way that the total cost of the assignment is minimised. The generalisation derives from the specific definition of the problem, in which both tasks and agents have a size. Moreover, the size of each task, and the number of tasks hosted might vary from one agent to the other. The generalised assignment problem, in its most general form is defined as follows. There are a number of agents and a number of tasks, corresponding in our envisioned scenario to clouds and services, respectively. Any agent can be assigned to perform any task, incurring some cost and profit that may vary depending on the agent-task assignment. Moreover, each agent has a budget, which is the upper bound on the sum of the costs of the assigned tasks.

The problem requires to find an assignment in which all agents do not exceed their own budget and the total profit of the assignment is maximised.

From a more formal viewpoint, the problem can be expressed as follows. We have \( n \) kinds of items, \( a_1 \) through \( a_n \) and \( m \) kinds of bins \( b_1 \) through \( b_m \). Each bin \( b_i \) is associated with a budget \( t_i \). For a bin \( b_i \), each item \( a_j \) has a profit \( p_{ij} \) and a weight \( w_{ij} \).

A solution is an assignment from items to bins. A feasible solution is a solution in which for each bin \( b_i \) the total weight of assigned items is at most \( t_i \). The solution’s profit is the sum of profits for each item-bin assignment. The goal is to find a maximum profit feasible solution. Thus, mathematically the generalised assignment problem can be formulated as an integer program:
Maximise: $\sum_{i=1}^{m} \sum_{j=1}^{n} p_{ij} x_{ij}$

Subject to:

$\sum_{j=1}^{n} w_{ij} x_{ij} \leq t_i$ \hspace{1cm} $i = 1, \ldots, m$ \hspace{1cm} (1)

$\sum_{i=1}^{m} x_{ij} = 1$ \hspace{1cm} $j = 1, \ldots, n$ \hspace{1cm} (2)

$x_{ij} \in \{0, 1\}$ \hspace{1cm} $i = 1, \ldots, m$, \hspace{1cm} $j = 1, \ldots, n$ \hspace{1cm} (3)

Given this formulation, our problem can be presented in a pretty similar way. In fact, clouds can be modelled as bins and services as items. The different profits depend on the heterogeneity characterising clouds, i.e., different kind of resources can lead to a different efficiency in running services, in turn resulting to different cost for their hosting.

Instead, in our envisioned scenario the constraint on weights is a bit relaxed, considering that they always equal to 1, independently from the service and the target cloud. Even more, the total amount of services assigned to a cloud is fixed. As a consequence, the inequality (1) becomes:

$\sum_{j=1}^{n} x_{ij} = t_i$ \hspace{1cm} $i = 1, \ldots, m$ \hspace{1cm} (4)

B. Our Approach

The Generalised Assignment Problem (GAP) is NP-hard, and it is even APX-hard to approximate. Recently it was shown that an extension of it is $e/(e-1) - \epsilon$ hard to approximate for every $\epsilon \ [38]$. As a consequence, its application on large, real-world problems requires the exploitation of approximated heuristic approaches. From this viewpoint, our approach is a distributed, and autonomous heuristic for solving the GAP.

In fact, the approach we propose has a completely decentralised nature. As we already mentioned, it is based on point-to-point interactions occurring among cloud representatives, called Cloud Drivers. For each iteration of the protocol, each Driver performs the very same set of operations, devoted to the optimisation of its own set of hosted services. From a formal viewpoint, the process is represented by Algorithms 1 and 2. The control flow of our proposed solution is driven by Algorithm 1.

• Each driver takes the role of “initiator” and starts the activities underpinning the protocol.
• The initiator updates its information about the current status of the resources belonging to the cloud it manages.
• Then the initiator selects a “counterpart” cloud among those participating in the federation. In principle many different approaches can be adopted at this stage. In this paper, we adopt a simple random selection. Random selection is recognized as one of the techniques that avoid that a distributed system get stuck on local optima, rather than tending toward a global optimal solution [39]–[41].
• Thereafter, the initiator contacts the counterpart cloud to get an up-to-date information about the status of the services and the resources belonging to the counterpart.
• The initiator combines all the information gathered to build an overall representation of the status, involving both its own cloud and the counterpart one.
• The initiator analyses the gathered information. If a service exchange with the counterpart can potentially lead to an economic gain for both the involved clouds, the initiator issues to the counterpart an exchange proposal involving two services, one currently in execution on the initiator cloud, the other running on the counterpart cloud. Additional details about this phase are reported later in this section.
• If the counterpart accepts, the exchange takes place. For each cycle, each cloud takes at least the role of “initiator”; it can also behaves as “counterpart” if selected by another “initiator” cloud.

The proposal preparation phase is depicted in Algorithm 2. This phase consists of different steps described in the remainder of this section.

• The proposal preparation starts by extracting the information about the current status of services and resources, considering both the initiator and the counterpart cloud.
• This information is exploited to define two sets. The first set is composed of the pairs of services (one from...
In this section, we propose a modelisation of the approach described in the previous sections. The goal of this model is to describe the evolution over time of the number of instances of each service type that are in execution on each of the clouds of the federation, the other from the counterpart cloud) that make an exchange profitable for the initiator cloud. Conversely, the second set contains the couples of services for which an exchange would be beneficial for the counterpart cloud.

- Then, the intersection of the two sets is computed. The result contains the couples that ensure a benefit for both the clouds involved in the service exchange.
- If the intersection is not empty, one of the pairs is taken and returned. In our experiments, we rely on a random choice for this selection. However, more complex solutions can be adopted.

IV. Formalisation of the Approach

In this section, we propose a modelisation of the approach described in the previous sections. The goal of this model is to describe the evolution over time of the number of instances of each service type that are in execution on each of the clouds of the federation.

To this end, we make use of Discrete-Time Markov Chains. In fact, the spreading of services towards the sites that optimise the Federation revenue is based on the interaction of couple of clouds, occurring at discrete times. Markov Chains have been successfully used in the literature to model systems that act in similar conditions [42]–[44]. In the following description, we make use of the symbols reported in Table I.

Specifically, being $C = \{C_1, \ldots, C_N\}$ the set of clouds of the federation and $S = \{s_1, \ldots, s_M\}$ the set of service types, each cloud $C_i \in C$ maintains a separate Markov Chain (MC) for every service type in $S$. A MC associated to a service type $s_k \in S$ is modeled as the one shown in Fig. 2.

In particular, we assume that a cloud $C_i$ has a maximum of available execution slots $b_i$. Moreover, service type $s_k$ has $I_k$ instances in execution throughout the whole Cloud Federation. In order to describe the evolution over time of the number of instances of $s_k$ that are hosted simultaneously on $C_i$, the MC associated with $s_k$ on $C_i$ has $L_{ik}+1$ states, where $L_{ik} = \min\{b_i, I_k\}$.

From the definition of the proposed approach given in the previous sections, changes in the number of instances of a
service type in execution on a given cloud could occur only as the effect of an exchange of services between two clouds. Therefore, in order to derive the transition probabilities of a MC like the one depicted in Fig. 2, we have to describe the probability for a cloud to give or receive an instance of a service type at any time $t$, when an interaction between clouds takes place.

To this end, let us consider an interaction at a generic time $t$, involving a service type $s_k$, occurring between a cloud $C_i$ and a cloud $C_j$. To derive the probabilities of $C_i$ to pass/receive an instance of $s_k$ to/from $C_j$, we define a function $\delta_{ij}(a, b, t)$. This function measures whether it is convenient for both $C_i$ and $C_j$ to pass an instance of a service $a$ from $C_i$ to $C_j$, in exchange for an instance of service $b$ from $C_j$ to $C_i$. Formally, $\delta_{ij}(a, b, t)$ is defined as:

$$\delta_{ij}(a, b, t) = \left\{ \begin{array}{ll}
1 & \text{if } \text{Cost}(a, C_i, t) > \text{Cost}(b, C_i, t) \\
\text{AND } \text{Cost}(b, C_j, t) > \text{Cost}(a, C_j, t) & \\
0 & \text{otherwise}
\end{array} \right. \quad (5)$$

where $\text{Cost}(*, *, t)$ denotes the cost of running an instance of a service on a given cloud at time $t$. Note that this definition of cost allows the model to cope with variable conditions, where the cost of running a service is not fixed and could change over time. Let $\vec{\pi}^i_s[k] \in \Pi$ be the probability distribution vector at time $t$ of the MC associated to $s_k$ on $C_i$, and let also $\vec{\pi}^i_u, v, t | s_k$ be the probability associated to the state $u$ of this MC at time $t$. As a consequence, we can define $P_i(s_k) = \sum_{u=1}^{\pi^i_u, v} \vec{\pi}^i_u, v, t | s_k$, the probability that $C_i$ has at least one instance of $s_k$ at time $t$.

Using these definitions, we can compute the probability $P_i(s_k \rightarrow C_j)$ that $C_i$ will pass an instance of $s_k$ to $C_j$. This probability depends on the fact that $C_i$ has an instance of at least one other service type $s_m$, for which the exchange is fruitful for both the clouds. This can be expressed as:

$$P_i(s_k \rightarrow C_j) = 1 - \prod_{m \neq k} (1 - \delta_{ij}(s_k, s_m)P_j(s_m)) \quad (6)$$

On the other end, the probability $P_i(s_k \leftarrow C_j)$ that $C_i$ will receive an instance of $s_k$ from $C_j$ depends on the probability that $C_i$ has at least an instance of another service type for which the exchange could be done. We can compute this probability as:

$$P_i(s_k \leftarrow C_j) = P_j(s_k) \left(1 - \prod_{m \neq k} (1 - \delta_{ij}(s_m, s_k)P_i(s_m))\right) \quad (7)$$

While Formulas 6 and 7 describe the exchange probabilities of a service type $s_k$ in an interaction with only one other cloud, the overall probabilities $P^\text{pass}_{i,t}(s_k)$ and $P^\text{rec}_{i,t}(s_k)$ for $C_i$ to pass or receive to/from any of the other clouds an instance of $s_k$ at time $t$, respectively, can be defined as:

$$P^\text{pass}_{i,t}(s_k) = \sum_{j=1, j \neq i}^{N} \frac{1}{N-1} P_i(s_k \rightarrow C_j) \quad (8)$$

$$P^\text{rec}_{i,t}(s_k) = \sum_{j=1, j \neq i}^{N} \frac{1}{N-1} P_i(s_k \leftarrow C_j) \quad (9)$$

Thus, each entry $p_{u, v}$ of the transition matrix $P_i$ of the MC of $s_k$ on $C_i$ at time $t$ can be defined as:

$${p}_{u, v} = \begin{cases} 
1 - \left(P^\text{rec}_{i,t}(s_k) + P^\text{pass}_{i,t}(s_k)\right) & \text{if } v = u + 1, u \in [0, M - 1] \\
1 - P^\text{rec}_{i,t}(s_k) & \text{if } v = u, u \in [1, M - 1] \\
1 - P^\text{pass}_{i,t}(s_k) & \text{if } v = u = 0 \\
0 & \text{otherwise}
\end{cases}$$

The initial condition $\vec{\pi}^0_s[k] \in \Pi$ reflects the initial distribution of the service instances in the whole Cloud Federation.

It is worth noting that clouds having the same associations of costs with services can be described by the very same set of MCs, thus reducing the model complexity.

### V. Experimental Evaluation

In order to validate our approach, we simulated a distributed federation using the Peersim [45] simulator. Our simulation is divided into iterations occurring at discrete time intervals.

Each cloud provider is an agent that, once per iteration, acts as initiator. We assume that the clouds belonging to the federation are able to communicate with each other and that there is no penalty in the migration of a service from one cloud provider to another. In addition, we assume that any service can be run on any cloud; potential incompatibilities between cloud and services can be modelled by defining an high cost of execution. All the presented values are the average of 10 independent runs. The only exception is the test focusing on the adherence to the model, where the results represent the mean on 50 independent executions. The services executed on the clouds belong to different types, each characterised by a different resource fingerprint, i.e., differentiated requirements on distinct cloud resources needed for the execution of services. The approach of organising services in categories on the basis of their requirements is quite common in the cloud environment [13,46], as it demonstrated to be a viable approach for representing real-world scenarios.

In order to evaluate the proposed approach, we used the following metrics:

<table>
<thead>
<tr>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>federation size</td>
<td>8, 16, 32, 64, 128</td>
</tr>
<tr>
<td>cloud-services cost</td>
<td>Normal, Zipfian, Uniform, Ad-hoc</td>
</tr>
<tr>
<td>cloud capacity distribution</td>
<td>fixed value (homogeneous), normal</td>
</tr>
<tr>
<td>service types</td>
<td>32</td>
</tr>
<tr>
<td>total service instances</td>
<td>1024</td>
</tr>
</tbody>
</table>
• **gain**: The gain is defined as the sum of the difference between the cost for running a service and its revenue, done for all the services in the federation.

• **overhead**: The overhead is defined as the number of service exchanged among clouds. In the following graphs, we present the cumulative overhead.

• **Gini coefficient**: The Gini coefficient measures the inequality of values in a distribution and it is often used as a metric to evaluate the balance of a value in a distributed system [47]. In our case, it measures the inequalities between the individual gain of clouds (note that when computing the coefficient, we normalise the gain according to the number of services executed by the cloud). The coefficient is defined in the interval $[0, 1)$, with 0 (note that in the following graphs we used the percentage value) representing the perfect equality, i.e. all clouds have the same gain, and 1 the perfect inequality, i.e. one cloud provider has all the possible gain. More formally, in our cloud federation the Gini coefficient at time $t$ is defined as:

$$G^t = \frac{\sum_{i \in N} \sum_{j \in N} |gain_i^t - gain_j^t|}{2n^2\mu}$$  \hspace{0.5cm} (10)

where $N$ is the set containing all the clouds, and $n$ its cardinality.

### A. Adherence to the model

In order to validate the simulation against the model, we setup a test to compare the results of the two. The test considered a scenario with 12 clouds, 12 service types and 120 total service instances (10 instances per each type). The service-cloud cost assignment is done considering the ad-hoc assignment (described in Section V-C). Each cloud can manage 10 services and the initial assignment of services to clouds is done randomly. The results obtained with the simulator are the mean of 50 independent runs.

Note that the model has been implemented independently from the simulation, by using a general tool to resolve Markov chains. Figure 3 presents the comparison. The green area is the variance of the simulator results. From this figure, it is evident that, regarding the gain, we can consider the simulation as a good approximation of the model.

### B. Varying the size of the federation

In this experiment we measure how federations of different size converge to a solution. We considered 32 types of services, with each type having 32 instances (in total 1024 services in the federation). The initial assignment of services to clouds is done randomly, with each cloud having the same amount of services. The cost of running a service on a cloud is randomly distributed in the interval $[1, 16]$. We varied the size of the federation with the following values $[8, 16, 32, 64, 128]$.

Figure 4a shows the gain of the federation over time. From the result it is clear how the size of the federation has an impact both in terms of speed of convergence and the total gain reached once converged. In particular, when the number of services types is far more than the number of clouds, there are few clouds that allow for a cost-effective execution of certain type of services. This is evident with a federation with 8 clouds that converges slower than larger federations, and reaches a lower convergence value. The overhead (see Figure 4c) practically follows the same trend as the gain. This similarity is due to the fact that the clouds swap only one service per exchange and therefore the overhead is proportionally related to the gain.

Figure 4b shows the gain of the federation over time. The Gini coefficient tends to decrease over time for most of the sizes of the federation. When the size of the federation is greater than 8, the decrease is smooth and leads to nice values of the Gini coefficient. With a federation composed by 8 clouds, the Gini initially decreases meaning that the exchanges are equally convenient for the parts in the exchange. However, toward the completion of the simulation the Gini coefficient increases, meaning that the exchanges are more valuable for those clouds that can afford a cost-effective execution of certain type of services.

This fact reinforces the idea that for a smooth functioning of the system the size of the federation shall be larger than the number of types of services. In particular, in our setup a federation composed of 64 clouds is the best tradeoff in terms of gain and Gini coefficient.

### C. Varying the cost of services

In this experiment we studied how different strategies of assigning costs to services impact on the behaviour of the service exchange algorithm. We setup a federation with 16 clouds and 1024 services (16 types, 64 of each type). The initial assignment of services to clouds is done randomly, with each cloud having the same amount of services. We varied the assignment of the costs to services by using the following distributions: zipfian, normal and uniform. We also used an ad-hoc assignment of costs in which services are grouped in pairs, in such a way that the services in each pair have the same cost within a cloud, but different clouds have different costs for the same pair.

Figure 5a shows the evolution of the system gain over time. All the cost distributions converge smoothly, and after the 40th iteration a stable convergence is reached. In this experiment the value of the gain once converged is not relevant, due
to the different cost distributions. For example, the zipfian distribution obtains the higher value since its cost distribution is heavily skewed toward the minimum cost of the service.

Regarding the Gini coefficient (see Figure 5b) the zipfian distribution decreases very rapidly when small-cost services are assigned to the clouds. After that first phases, the exchange of high-cost services is not balanced and this reflects in an increasing value of the Gini coefficient. This also can be confirmed by the overhead (see Figure 5c): initially, with the zipfian distribution the federation executes the larger part of the exchanges, and then it slows down around the 20th iteration, when high-cost services are exchanged.

D. Varying the capacities of the clouds

This experiment evaluates the behaviour in terms of the capacity of the clouds, defined as the number of services they can execute. We consider a federation with 16 clouds and 1024 services (16 types, 64 of each type). The cost of the services follows a normal distribution. We defined two scenarios: (i) homogeneous, all clouds have the same capacity, (ii) heterogeneous, the capacity of each cloud is assigned following a normal distribution with average 32 and variance 16.

Results are presented in Figure 6. Regarding gain, we notice that in the homogeneous scenario the final value is slightly better and convergence is faster than in the heterogeneous case. As a matter of fact, the difference in capacity among clouds does not seem to have a relevant impact on the gain of the system. Similar considerations can be made for the number of exchanges.

Intuitively, the Gini coefficient is affected by the capacity of the cloud, regardless its computation is normalised according to the number of services.

Evidently, with heterogeneous capacities the gain distribution in the system is more skewed than with the homogeneous one. As a side consideration, it is interesting to note that good values of the total gain are not always associated to an as much as good gini coefficient.

E. Comparison with a GAP solver

As discussed in the related work, our problem can be reduced to a Generalised Assignment Problem (GAP). Therefore, our approach can be seen as a decentralised solver for GAP. We compared our results against a centralised GAP solver [48] as we believe that this comparison can represent a good baseline to evaluate the performances of our approach. The centralised GAP solver employs a greedy heuristics that assure an $\alpha$-approximation. We considered the same experimental setup as in Section V-C in which services costs are assigned using different distributions. To make for a fair comparison, in our approach we considered the gain of the system after the 100 iterations. Results are presented in Table III.

When considering the normal, random and ad-hoc cost assignments, the GAP solver obtains better results, with an higher gain of around 10%. Interestingly, when considering the zipfian assignment our approach obtains (slightly) better results than the GAP solver, in the order of 0.5%. We explain this behaviour with the fact that the zipfian distribution creates a scenario in which there are few clouds are very convenient.
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